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g r a p h i c a l a b s t r a c t
� REQUIEM analysis is a label-free
method for relative quantitation
(fold-changes).

� REQUIEM involves analysis of two
samples and their 1:1 mixture.

� REQUIEM provides statistics that
allow the accuracy (i.e., correspon-
dence to reality) of the fold-changes
to be evaluated.

� REQUIEM is broadly applicable to
diverse analytical methods, including
tandem mass spectrometry.
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Motivated by the lack of easily implementable and generally applicable strategies to increase and assess
data accuracy, we devised a novel label-free approach, termed REQUIEM, to address challenges in relative
quantitation. For comparing the relative amounts of analytes in two samples, a mixture is prepared from
aliquots of the samples, and the samples and the mixture are analyzed in parallel according to the
intended workflow. Processing of the resulting data using the REQUIEM algorithm yields unbiased an-
alyte fold-changes and associated statistics, allowing several types of errors to be diagnosed or elimi-
nated. Extensive simulations and analysis of carefully prepared standard samples demonstrated the
rigorous foundations of REQUIEM. We applied REQUIEM to several real-world analytical techniques and
workflows, notably to tandem mass spectrometry analysis by using isomeric oligosaccharides as test
analytes. We conclude that REQUIEM can reveal inaccuracies in the data that are difficult to identify by
using traditional approaches.

© 2017 Elsevier B.V. All rights reserved.
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1. Introduction

Multiplexed and high-throughput analyses of genomes, tran-
scriptomes, proteomes and metabolomes have become a mainstay
of modern biological research. The first challenge in these ”omics”
analyses is the identification of each of the numerous distinct
components detected in the samples. It has proven considerably
more difficult to accurately quantify each of these molecules in
order to reveal relationships between their levels of expression and
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Fig. 1. Precision and accuracy of a measurement. (A) Plot of the signal for a hypo-
thetical colorimetric assay as a function of the amount of sample analyzed. The di-
agonal line represents a ” theoretical linear response curve” generated by extrapolation
of data obtained using a pure standard. Each vertically aligned group of measurements
is recorded using a different sample volume (i.e., 1e5 mL). It is clear that measurements
recorded using more than two mL of sample are not in the linear range of the assay.
(BeF). The (parameterized) normal distribution corresponding to each set of mea-
surements is shown along with the value expected for a linear signal response (vertical
line). The variance of each set of measurements provides information about the pre-
cision of the data in the set, but does not provide any information about the accuracy of
the measurements, which in this case decreases as the volume assayed increases. The
accuracy and precision of these measurements could be rigorously estimated by
analysis of all 40 replicates (5 sets of 8 measurements).
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the biological phenomena in which they participate. Quantifying
sample-to-sample differences (i.e., fold-changes) for each compo-
nent often provides sufficient information for generating or testing
hypotheses, eliminating the need for experimentally more
demanding absolute quantification. Such relative quantitation has
thus become the standard approach in many analytical disciplines,
especially in the analysis of structurally complex biomolecules in
highly multiplexed fashion [1e4]. Although many ingenious
quantitation methods have been developed in this context,
implementing the more powerful ones (e.g., metabolic labeling) is
far from routine, as many of these are difficult and/or expensive to
perform [5]. As a result, several replicate analyses are rarely per-
formed when using these sophisticated methods, limiting the an-
alyst‘s ability to obtain robust statistical evaluations of the data
they generate.

Difficulty in implementing approaches based on isotopic or
metabolic labeling is often cited as the primary motivation for
developing more straightforward quantitative methods, including
those that utilize internal standards. Many such approaches facili-
tate replicate analyses, but are prone to artifacts or misinterpreta-
tion. For example, due to variable losses incurred during sample
workup, effective utilization of internal standards often requires
the standard be added directly to each sample (e.g., each tissue
aliquot) before it is processed for analysis. In such cases, processing
protocols that result in extensive or complete loss of the standard
must be avoided. This is often an extremely difficult criterion to
meet, for example, whenworkup involves treating the sample with
chemical reagents or enzymes to release the molecules that are
ultimately detected. Conversely, adding the standard late in the
workflow (e.g., after chemical or enzyme treatment) can generate
inaccurate results unless analyte recovery is highly reproducible -
i.e., losses due to spills, adsorption to laboratory equipment, and
other factors are identical for every sample.

Critical evaluation of a quantitative analysis requires knowledge
of both the precision and accuracy of the data. Precision corre-
sponds to the agreement between independent test results while
accuracy refers to the agreement between the result of a mea-
surement and its true value [6]. As illustrated in Fig. 1, a highly
precise measurement (i.e., nearly the same result is obtained for
several replicates) does not necessarily reflect high accuracy. Most
quantitative measurements are based on the assumption that the
amount of each sample component is linearly related to its signal,
and non-linearity may be an important source of inaccuracy. While
the precision of a measurement can be determined by simple
replicate analysis, the accuracy of the measurement cannot (Fig. 1).
Assessing the accuracy of any quantitative measurement based on
the assumption of signal linearity usually requires the sample
amount to be changed in a systematic way (e.g., by preparing a
dilution series) and determining whether the signal intensity and
the amount of analyte exhibit a linear relationship. Unless the
precise form of the non-linearity is known and can be modeled, a
non-linear signal response provides inaccurate results. Thorough
understanding of the accuracy and precision of a set of measure-
ments may thus require several replicate analyses for each of
several sample dilutions. Such extensive analysis is not practical for
most high throughput ”omics” approaches, where analysis of each
sample can consume significant resources and can produce a vast
amount of data. Thus, quantitative ”omics” analyses rarely provide
information about the accuracy of the data.

Here we describe a simple, label-free approach to address many
of these issues. Our approach, which we call REQUIEM (RElative
QUantitation Inferred by Evaluating Mixtures), provides a
straightforward method for relative quantitation of analytes pre-
sent in two samples that are compared. Notably, this broadly
applicable algorithm also provides information about the quality of
the data (linearity and precision) without employing replicates,
standards, or assumptions regarding the presence or amounts of
intrinsic standards (e.g., ”housekeeping” proteins or transcripts).
We show that, by operating on a single data set obtained by analysis
of two samples and a mixture prepared from them, REQUIEM
provides both unbiased fold-change ratios and statistics that reveal
inconsistencies and non-linearities in the data that are difficult to
detect when applying more traditional approaches. These statistics
include l, defined as the fraction of the total signal obtained upon
analysis of the mixture that arises from one of the two samples.
Given l and normalized signal data for the two samples, the fold-
change for each sample constituent is readily calculated.

Each sample constituent contributes a distinct amount to the
total signal, and the REQUIEM algorithm independently estimates a
value of l for the data corresponding to each constituent i. How-
ever, any noise or non-linearity in the data introduces errors to the
estimations of l, which can have different values for each constit-
uent. Thus, a weighted average of the independent estimations is
calculated along with the root-mean-square deviation (RMSD) of
these estimations. This RMSD value is equal to zero for noise-free,
linear data sets, i.e., each estimate precisely reflects the actual
value of l. This statistic thus provides information about the overall
quality of the data. The weighted average value of l is also used to
calculate a statistic we call ”divergence from linearity” for the sig-
nals corresponding to each sample constituent. This divergence can
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be due to several factors, including sampling error (noise), and non-
linearity of the analytical method (e.g. analysis of amounts that are
not within the linear range of the method). All of these factors
compromise data quality, and the divergence from linearity sta-
tistics thus provide information about the quality of the data for
each constituent and allows inaccurate data points to be readily
identified.
Table 1
Simulated REQUIEM experiment (completely linear, no noise).
2. Experimental procedures

2.1. The results of a REQUIEM analysis

As illustrated in Fig. 2, REQUIEM involves the analysis of three
samples, each indicated by a Greek letter x2fa; b;gg. Samples a and
b are the ”unknowns” and sample g is a 1:1 mixture of aliquots
taken from a and b. Analysis of the mixture distinguishes REQUIEM
from many conventional approaches, where only the a and b samples
are considered. Analysis of the mixture allows various factors that
affect the magnitude of the signal for each component i of the
mixture to be interpreted without using internal standards or
metabolic labeling, thus providing accurate fold-changes.

Each component in each sample is assigned an index (e.g., i or j)
such that ax,i specifies the abundance of component i in sample x.
Analysis of each sample x thus generates signals with intensities sx,i
that depend on four factors: (I) the abundance (aa,i and/or ab,i) of
component i in sample a and/or b respectively; (II) the fractional
aliquot (bg, ba or bb, more fully described in Supplemental Section
A2.1) of samples a and b that is analyzed; (III) the fraction tx of
Fig. 2. Typical workflow for a REQUIEM experiment. REQUIEM is designed to provide
fold-changes for the components of two complex biological samples (a and b). Aliquots
of the two samples are mixed at the earliest point where it is practical to prepare a 1:1
mixture based on the total sample mass, protein content, number of cells, or other
criteria. Chemical or enzymatic extraction of each sample (including the mixture),
processing of extracts and analysis of the processed samples is carried out in parallel to
generate three data sets that are combined and used as input for the REQUIEM soft-
ware. Spills or other factors that affect the overall yield for any of the samples are
irrelevant for data processing by the REQUIEM algorithm.
material from sample x that is recovered after workup and intro-
duced to the analytical instrument; and (IV) the response factor (εi)
of each component. The factor tx specifically describes the total
yield after losses that are the same for each component of the
sample (e.g., due to spills). In practice, it is usually quite difficult to
perform parallel analyses that are all characterized by the identical
tx value. The analyte response factor εi describes the characteristic
effects of the physico-chemical properties of each component i on
the strength of its signal and can include factors such as quantum
yield in fluorescence detection or ionization and fragmentation
efficiencies at various stages of tandemmass spectrometry analysis.
For many quantitation approaches, including REQUIEM, the
sample-to-sample constancy of εi is required, and typically
assumed [7]. However, REQUIEM does not require any knowledge
regarding the absolute or relative magnitudes of the response
factors.

An example contrasting REQUIEM analysis with conventional
analysis is illustrated in Table 1. The top portion of the
Table (Experimental System) describes the amount of each
component of a completely defined set to be analyzed. The right-
most column shows the intended results of the REQUIEM experi-
ment, i.e., the true a:b fold-change for each component. The second
section of the Table (Observable Data) describes all of the infor-
mation that is observable unless the analyst has prior knowledge of
Experimental System (True Values)

Component a amount b amount a
εi Actual ratio (xi)

1 338.83 135.49 25 2.501
2 31.00 289.67 19 0.107
3 180.36 494.84 86 0.364
4 418.72 190.08 34 2.203

bRecovery Factors

ta tb tg
0.11 0.14 0.22

cAnalysis Aliquots

ba bb bg
0.5 0.5 0.5

Observable Data

Raw Signal Intensities

Component a Signal b Signal g Signal Calculated ratio (bxi)
1 465.9 237.1 1304.4 1.965
2 32.4 385.3 670.2 0.084
3 853.1 2978.9 6387.4 0.286
4 783.0 452.4 2276.9 1.731

Normalized Signal Intensities

Component a Signal b Signal g Signal Calculated ratio (bxi)
1 21.8% 5.8% 12.3% 3.759
2 1.5% 9.5% 6.3% 0.158
3 40.0% 73.5% 60.0% 0.544
4 36.7% 11.2% 21.4% 3.277

Results of REQUIEM Calculations: bl ¼ 0:401, sl ¼ 0.0

Component li Calculated ratio (bxi)
1 0.401 2.501
2 0.401 0.107
3 0.401 0.364
4 0.401 2.203

a Response factors (εi).
b Recovery factors (ta, tb, tg).
c Analysis aliquots (ba, bb, bg) are defined in Section 2.2.
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the recovery and/or response factors. Each abundance value in the
first two columns of the Experimental System section is multiplied
by the corresponding analyte response factor εi, sample recovery
factor tx, and aliquot factor bx (defined in Supplemental Section
A2.1 and applied using Equations A2a and A2b) to get the Raw
Signal Intensities for samples a and b. In more conventional ap-
proaches, the knowledge required to obtain accurate fold-changes
is provided by using internal standards or metabolic labeling.
Because of the recovery factors ta and tb are not identical, the fold-
changes (rightmost column) calculated directly from these raw
signal values deviate substantially from their true values. The raw
values are normalized by dividing by the total signal for each
sample. This normalization also contributes to the inaccuracies in
the fold-changes. Because component 3 has an unusually large
response factor and happens to be more abundant in the b sample,
the total raw signal for this sample is nearly twice that for the a
sample. Thus, normalization leads to a greater decrease in signal
magnitude for sample b than for sample a, inflating the fold-change
(rightmost column). This illustrates how fold-changes that are
directly calculated using raw or normalized signals are subject to
error when no internal standard is used.

In a REQUIEM analysis, a 1:1 mixture of the a and b samples is
analyzed as well. In this example, we specify that the mixture is
prepared by combining one-half of sample a with one-half of
sample b (i.e., the parameter bg ¼ 0.5, as formally defined in
Supplemental Section A2.1). Here, the theoretical signal for each
component in the mixture is calculated (Equation (A2c), derived in
Supplemental Section A2.1) by summing the contribution from the
a and b samples, taking into account corresponding analyte
response factors εi, recovery factor tg, and aliquot factor bg for the
mixture in a manner similar to that used to calculate the Raw
Observable and Normalized Observable values for samples a and b.
In this case, we assume that the signals obtained by analyzing the
mixture are perfectly linear and error-free. We discuss deviations
from this ideal situation in Section 2.2.

A crucial quantity in REQUIEM is l, defined as the proportion of
the total signal from the mixture that was contributed by sample a.
We show (Supplemental Section A2.1, Equation (A12)) that l can be
estimated using the normalized signal intensities from a, b, and the
mixture. For this example, the value of l is 0.401. We also show
(Supplemental Section A2.1, Equation (A10)) that, under the
assumption of perfect linearity and no random error, then the true
fold-changes can be recovered from the normalized fold-changes
by multiplying by l∕(1 � l). In this idealized example, the
REQUIEM procedure allows us to calculate fold-changes (Table 1,
Results of REQUIEM Calculations, rightmost column) that precisely
agree with their actual values.

Of course, like all methods of quantitation, REQUIEM is subject
to non-linearities and noise. However, the simulations and example
applications described herein show that it provides extremely ac-
curate estimations of fold-changes for linear, low-noise data,
without using internal standards or metabolic labeling. Notably,
REQUIEM also provides informative metrics to evaluate the dele-
terious effects of non-linearity and noise that may be present in the
data on the accuracy of these fold-change estimations. This is an
important advantage of REQUIEM over more conventional relative
quantitation methods.
2.2. The REQUIEM algorithm

As described in this section and in the Introduction, REQUIEM
provides an unbiased estimate of the fold-change for each
component when samples a and b are compared. The fold-change
xi for component i is defined as
xi≡
aa;i
ab;i

(A1)

where aa,i and ab,i correspond to the absolute amount of component
i in samples a and b respectively.

Here, a 1:1mixture means that aliquots comprising the identical
fraction of each of the two samples a and b are mixed. For example,
if half of sample a is mixed with half of sample b, then bg ¼ 0.5.
Depending on the information sought, such 1:1 mixtures can be
prepared on the basis of fractional volumes, fractional masses
(measured gravimetrically or otherwise) or the number of cells in
two biological samples. For example, to determine the relative
amount of each analyte per cell, the analyst might prepare samples
a and b such that each contains the same number of cells and then
mix half of sample a with half of sample b (such that bg ¼ 0.5).
Alternatively, the analyst can determine the fold-change for each
constituent of the two samples (without regard to cell counts) and
divide this result by the ratio of the cell count for the two samples
post-analysis.

The abovementioned factors can be considered independent
from each other and used to write expressions for the raw signal
intensities sx,i for the samples. However, these signal intensities do
not provide direct access to absolute abundance of the components
within each sample (e.g. when the response factor εi is not known).
Rather, REQUIEM uses ratios of signal intensities to provide infor-
mation about fold-changes xi.

The first step in a REQUIEM analysis is signal normalization.
Given the raw signals sx,i for each component i to be quantified in
each sample x, the normalized signal intensities fx,i are

fx;i≡
sx;iP
k
sx;k

(A6)

In Section A1, Supplemental Information, we show that, when
the parameter l is known, the fold-changes can be estimated from
the normalized signals using Equation (A10), a simple expression
for bxi that is readily evaluated from the experimental data.

bxi ¼ fa;i

fb;i

l

1� l
(A10)

Evaluation of Equation (A10) requires a method to determine
the numerical value of l. In this context, the normalized signals fx,i
for each sample x comprise a vector.

Fx ¼
�
fx;1;fx;2;fx;3;…;fx;n

�
As fully described in the Supplemental Information, when the

data are noiseless and strictly linear data, the three normalized
signal vectors are related by Equation (A11), which representsFg as
a linear combination of Fa and Fb.

Fg ¼ lFa þ ð1� lÞFb (A11)

A graphical representation of Equation (A11), which we call a
REQUIEM plot (Fig. 3A), provides insight into the process of eval-
uating l. The value of l can be graphically determined by vertically
aligning the dots representing each fg,i and then finding the hori-
zontal position of the aligned dots such that each is on the corre-
sponding oblique line. Equation (A11) is based on the assumption
that the data are linear and noiseless (i.e., within each sample
analysis, the signal for each component is precisely proportional to
the amount of that component). However, real laboratory data
often include noise and non-linearities that, to some extent, make
this assumption invalid, introducing errors into Equation (A11) and



Fig. 3. REQUIEM plots of ideal and non-ideal data. Theoretical data sets for the analysis
of two samples, each containing 4 components, were generated and processed using
the REQUIEM algorithm (See Table 1). Normalized signals fa;i and fb;i for samples a
and b, respectively, are represented as dots at the right and left edges of each plot. For
each component i, an oblique line is drawn connecting fa;i to fb;i . The normalized
signals fg;i for mixture g are represented as dots on a vertical line with an abscissa
corresponding to the value of bl (the weighted average of li, defined in Section 2.2). (A)
REQUIEM plot of strictly linear and noiseless data (Table 1). Here the dots representing
each fg;i are located precisely at the intersections of the vertical and oblique lines. (B)
REQUIEM plot of non-ideal data generated by adding random noise to the data in
Table 1. Here, the dots representing each fg;i are not located on the oblique lines,
introducing errors into the calculations of each li and of bl, which has calculated value
of 0.389, compared to an ideal value of 0.401 (Panel A). The parameter sl (i.e., the
RMSD of the weighted li values), which here has a calculated value of 0.061, provides
information regarding the overall accuracy of the measurements. The distance from
each dot representing a fg;i value to the corresponding oblique line represents the
divergence from linearity di for each component i, which provides information
regarding the accuracy of the measurements for that component.
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hampering graphical estimations of l. In such cases, no single value
of l precisely satisfies the graphical criterion described above.
Fig. 3B shows a REQUIEM plot for non-ideal data and the resulting
values for l and its RMSD, algebraically calculated as described in
Supplemental Section A2.1.

REQUIEM analysis provides statistics that allow the analyst to
evaluate the assumption of linearity for the data at hand. The first
step in this process is to calculate an independent estimation (li) of
l for each component i using Equation (A12), derived in
Supplemental Section A2.1.

li ¼
fg;i � fb;i

fa;i � fb;i
(A12)

Equation (A12) is an entirely general relation between and the
observed normalized signals corresponding to a given component i
in the three samples analyzed. Under ideal conditions, the value of
li is the same for each component i. However, noise and non-
linearities (e.g., signal saturation, ”matrix effects”, etc.) that char-
acterize data produced by real experiments differentially affect the
values of each fx,i and hence each li typically has a distinct value
(Fig. 3B). The individual estimations of li (one for each component,
Equation (A12)) are therefore combined to obtain an estimation ofbl (a weighted average of li values) and sl (the root mean square
deviation of the weighted li values).

bl ¼

P
i
li

�����wi

�����
P
i

�����wi

�����
(A13)

sl ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i

  bl � li

!����wi

����
!2

 P
i

�����wi

�����
!2

vuuuuuuuut (A14)

where jwij ¼ jfa,i � fb,ij
A weighting factor jwij, corresponding to the absolute value of

the slope of each oblique line in Fig. 3, is used because estimations
of the value of li are more susceptible to error when this slope is
small, whereupon small variations in fg,i can lead to large varia-
tions of li. The value of wi also corresponds to the denominator of
the expression for li (Equation (A12)). As a result, li is undefined
when its weight wi ¼ 0 and such undefined values are naturally
excluded from the calculation of bl. The value of bl is thus completely
determined for each data set, providing a basis for using Equation
(A10) to calculate bxi for each sample component.

2.3. REQUIEM error analysis

In addition to calculating sl (the RMSD of l), the REQUIEM
software calculates, for each analyte i in themixture, a parameter di,
corresponding to the difference between the expected and
observed values of the normalized signal fg,i. This divergence from
linearity (di) provides specific information regarding the accuracy of
the calculated fold-change for each component i. Based on the
values of fa,i, fb,i, and bl, the expected value hfg;ii is calculated by
linear interpolation. Graphically (see Fig. 3), hfg;ii corresponds to
the ordinate of the intersection of the oblique line for component i
and the vertical line whose abscissa is bl. The value of di is calculated
by subtracting the expected value hfg;ii from the observed value fg,i
and expressed as a fraction of the value of fg,i.

di≡
fg;i �

D
fg;i

E
fg;i

¼
fg;i �

�
lfa;i þ ð1� lÞfb;i

�
fg;i

(A17)

Equations describing the effects of signal non-ideality on the
results of a REQUIEM analysis were also derived using an error
propagation approach (see Supplemental Information for full
derivation). Briefly, the partial derivatives of bl with respect each
raw signal are multiplied by the RMSD of the signal and the
resulting products are added in quadrature. The result is evaluated
using the parameter s, which is an estimation of the overall RMSD
of the signals of all components over all three samples. As described
in the Supplemental Information, Equation (A16) expresses s as a
function of sl (the RMSD of bl, estimated using Equation (A14)).

ðslÞ2 ¼ ðqsÞ2 (A16)

The constant of proportionality q depends on the raw signal
values and can be calculated explicitly for a given data set. Provided
with the calculated value of ðslÞ2, Equation (A16) thus provides a
means of estimating the global s from a single REQUIEM data set.

It should be noted that, although RMSD values can be calculated
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for bl and bxi, there are no assumptions made in regard to the dis-
tributions of these quantities. In particular, their distributions may
not be normal or even approximately normal. Thus, care should be
taken in the application of statistical methods that depend on
normally distributed errors. However, REQUIEM provides inde-
pendent estimations of the RMSD for the numerator and denomi-
nator of bxi, providing useful information regarding the significance
of calculated changes in the abundance of each component. Thus,
meaningful statistical information about the accuracy of the data
can be obtained by a single REQUIEM experiment.
2.4. REQUIEM software and simulations

The REQUIEM software application (available at http://
glycomics.ccrc.uga.edu/requiem/) was developed using the Java
language to perform analysis of laboratory data. The program par-
ses an input file (with a very simple format described in
Supplemental Table A2) that contains the raw intensities of each
signal for the three samples (a,b, and g), calculates several pa-
rameters, including the fold-change for each of the components
and statistics for these parameters, and presents a graphical rep-
resentation of the analysis. (See Figs. 3e8.).

The computer program REQUIEMstats was also developed using
the Java language to simulate analytical data from hypothetical
samples and mixtures and evaluate REQUIEM statistics for the data
set by comparing them to statistical parameters obtained using
more traditional approaches. Given the number of components n,
this program generates three component abundance vectors
Fig. 4. REQUIEM analysis of GC-FID data generated using samples of known compo-
sition. (A) REQUIEM plots of the results, showing low noise and good linearity of the
data. (B) Correlation of fold-changes calculated by REQUIEM with their actual values.
The high accuracy of this analysis is indicated by slope and R2 values that are both close
to one.

Fig. 5. REQUIEM analysis of ESI MS data generated by analysis of xyloglucan oligo-
saccharides. (A) REQUIEM plots, showing low noise and high linearity. The slope of the
line corresponding to the oligosaccharide with a normalized signal of approximately
25% is close to zero, such that the corresponding estimation of li (1.37) is inaccurate
and outside the natural range (zero to one). Due to the small weighting factor, it does
not contribute significantly to bl. (B) Correlation of the fold-changes calculated by
REQUIEM with the actual fold-changes.
Aa ¼ ðaa;1; aa;2;…; aa;nÞ, Ab ¼ ðab;1; ab;2;…; ab;nÞ, and
Ag ¼ ðag;1; ag;2;…; ag;nÞ, for samples a, b, and g, respectively. Each
element of the abundance vectors Aa and Ab is calculated by
drawing a value d2½0;1� from a uniform random distribution and
multiplying it by k and (1 � k), respectively, where k is a user-
specified parameter related to l. However, k and (1 � k) corre-
spond to the total amount of material in samples a and b, respec-
tively, rather than to their fractional contribution to the total signal
for the mixture. The abundance vector Ag is thus fully determined
and calculated as a linear combination of abundance vectors Aa and
Ab. Raw signal vectors Sa ¼ ðsa;1; sa;2;…; sa;nÞ,
Sb ¼ ðsb;1; sb;2;…; sb;nÞ, and Sg ¼ ðsg;1; sg;2;…; sg;nÞ are then gener-
ated by globally scaling the data using a factor provided by the user
and then adding Gaussian noise with zero mean and a user-
specified standard deviation to each signal. A user-specified num-
ber of such distinct signal data sets (i.e., ”technical replicates”, each
comprising a distinct set of signal vectors Sa, Sb, and Sg) are
generated for the set of abundance vectors (Aa, Ab, and Ag) and
processed using the REQUIEM algorithm. The accuracy of the fold-
change bxi values calculated by REQUIEM (i.e., their consistencywith
vectors Aa and Ab) for each component in each replicate data set
can then be evaluated. Each technical replicate data set is statisti-
cally analyzed individually using the REQUIEM algorithm; the
entire collection of replicate data sets is analyzed using well-
established statistical methods. This allows statistics generated by
REQUIEM to be evaluated in the context of statistics generated by
more traditional replicate analysis. Data files that can be

http://glycomics.ccrc.uga.edu/requiem/
http://glycomics.ccrc.uga.edu/requiem/


Fig. 6. Tandem MS analysis by REQUIEM. (A) Fragmentation of two isomeric per-O-
methylated xyloglucan oligosaccharides, XLXG and XXLG during a tandem MS exper-
iment. Small arrowheads indicate the positions of ”scars” generated by fragmentation
during MS2. (B) REQUIEM plot generated using data from three individual MS3 scans
(a, b, and g samples) and a REQUIEM input file with a search list specifying two
diagnostic ions (m/z 639.5 and 843.6) along with the four other highly abundant but
non-diagnostic ions in the spectrum.

Fig. 7. REQUIEM analysis of MALDI-TOF MS data for xyloglucan oligosaccharides. (A)
REQUIEM plots showing non-ideality of data, i.e., dots representing the normalized
signals for the mixture are not on the corresponding oblique line. (B) Correlation of the
fold-changes calculated by REQUIEM with the actual fold-changes, showing systematic
deviations from ideality. The data (filled circles) could be closely fitted to a second
order polynomial but not to a straight line.
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independently processed by the REQUIEM analysis software
(described above) are also generated.
2.5. Materials

All chemicals were obtained from Sigma-Aldrich (St. Louis, MO)
unless otherwise specified.
2.6. GC-FID

Monosaccharide stock solutions were prepared gravimetrically
to 100±1 mM concentration in water. Samples were prepared from
the stock solutions to contain the following amounts (nmol) of the
monosaccharides. Sample: D-Glc 1800; D-Gal 1600, D-Man 1400, D-
GalNAc 1200, D-Xyl 1000, L-Ara 800, 2-O-Me-D-Xyl 600, L-Fuc 400, L-
Rha 200, 2-O-Me-L-Fuc 0. Sample: D-Glc 400; D-Gal 0, D-Man 1000,
D-GalNAc 1200, D-Xyl 200, L-Ara 1400, 2-O-Me-D-Xyl 600, L-Fuc
1600, L-Rha 1800, 2-O-Me-L-Fuc 800. The samples were lyophilized
and redissolved in 200 mL of water. Samples g�1 to g�5 were
prepared by mixing the following volume ratios (mL) of a and b
samples: 80:5, 40:10, 20:20, 10:40 and 5:80, respectively. After
adding 200 nmol of m-Ino to 40 mL of the a and b samples, and to
the full volume of each of the g samples, the samples were
lyophilized and then reduced in 600 mL of 1 M ammonium hy-
droxide containing 10 mg,mL�1 sodium borohydride for 3 h at
room temperature. The formed boric acid was evaporated in 10%
acetic acid in methanol and the monosaccharides were acetylated
[8] in 200 mL pyridine and 200 mL acetic anhydride for 10 min at
120 C. Reagents were co-evaporated in toluene, and air stream-
dried residue was dissolved in 200 mL of methylene chloride. The
samples were analyzed by gas chromatography with flame ioni-
zation detection (GC-FID) using an Agilent Technologies (Palo Alto,
CA) 7890A GC system. The samples were injected into an SP-2330
capillary GC column (Supelco, Bellafonte, PA) with the following
experimental parameters: 1 mL injection volume, 1-to-20 split-
ratio, 250 C injector temperature, 20 mL,min�1 carrier gas (He)
flow-rate, column temperature program: 0e2 min: 200 C,
2e10 min: 200e240 C (linear gradient), 10e23 min: 240 C.



Fig. 8. REQUIEM analysis of HPAEC-PAD data. (A) Initial HPAEC-PAD data, showing a pronounced divergence from linearity for XLXG (large circle). (B) Truncated HPAEC-PAD data
fromwhich the XLXG signals had been removed. (C) HPAEC-PAD data generated by a manually delimiting the XLXG peak for the b sample, thereby removing the contaminant signal
from the XLXG integral. (D) Chromatogram of the b sample with labeling of two unresolved peaks (XLXG and contaminant). (E) Correlation of calculated fold-changes to actual fold-
changes for the analyses shown in A-C. The calculated fold-change for XLXG (circled open square) is especially inaccurate in analysis A (open squares). Removal of XLXG (analysis B,
open circles) results in highly linear the data set. Data obtained by modifying the peak-picking process (analysis C, crosses) is almost collinear with analysis B obtained by removing
the XLXG signal from the REQUIEM search list.
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2.7. Quantitative NMR of xyloglucan oligosaccharides

Approximately 3e5 mg of pure xyloglucan (XyG) oligosaccha-
rides (XyGOs), obtained as described [9], were dissolved in 1 mL of
D2O (99.9%, Cambridge Isotope Laboratories, Andover, MA),
lyophilized and then dissolved in 600 mL of D2O (99.96%, Cambridge
Isotope Laboratories) containing 0.167 m mol of dimethyl sulfoxide
as an internal concentration (1 mmol of chemically equivalent
protons) as well as chemical shift (d ¼ 2.710) standard. All experi-
ments were carried out with a sample temperature of 25 C with a
5 mm cold probe-equipped Varian Inova NMR spectrometer
(Agilent Technologies) operating at 600 MHz 1H frequency. One-
dimensional 1H spectra were recorded using the standard ”s2pul”
pulse programwith the following acquisition parameters: 90 pulse
angle, 7184 Hz spectral width, 10 s acquisition time, 20 s relaxation
time, 128 summed transients, 8 steady state scans. Prior to the
quantitative experiments, inversion recovery experiments were
carried out for each sample in order to ascertain adequate recycling
delay (acquisition þ relaxation time > 5 times the longest longi-
tudinal relaxation time of the XyGOs and dimethyl sulfoxide sig-
nals). The spectra were analyzed with Mnova NMR software
(version 8.1.2, Mestrelab Research, Santiago de Compostela, Spain).
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The amount of each XyGOwas calculated as the ratio of a diagnostic
XyGO signal integrals to the signal integral for dimethyl sulfoxide.
The XyGOs were lyophilized and dissolved in water to specific
concentrations and mixtures were prepared from them by volu-
metric mixing.

2.8. Per-O-methylation of XyGOs

The XyGOs and their mixtures were per-O-methylated using the
sodium hydroxide/dimethyl sulfoxide slurry method [10]. Lyophi-
lized XyGOs were dissolved in 50% aq. methanol and stored
at �20 C.

2.9. MALDI-TOF MS

MALDI-TOF mass spectra were collected on a MicroFlex LT in-
strument (Bruker Corporation, Karlsruhe, Germany) in the positive
ion mode [11]. Equal volumes of the XyGO solution and the matrix
solution (20 mg,mL�1 2,5-dihydroxybenzoic acid in 50% aq.
methanol) were mixed and 1 mL of the mixture was applied to the
MALDI target and allowed to air dry. Typically, 100 spectra were
summed for each spectrum. The laser power was adjusted indi-
vidually for all sample spots to obtain spectra with high signal-to-
noise ratios.

2.10. ESI MS

ESI MS analysis was performed using LTQ XL linear ion trapmass
spectrometer (Thermo Scientific, Waltham, MA) in the positive ion
mode. Per-O-methylated XyGO samples were diluted twentyfold in
50% aq. acetonitrile containing 1 mM sodium acetate, and infused
into the instrument at a flow-rate of 3 mL/min using a syringe pump.
The following common settings were used for all MS, MS2, and MS3

experiments: mass range ¼ normal, scan rate ¼ normal, scan
type ¼ full, number of microscans ¼ 3, maximum injection
time ¼ 150 ms. The following additional settings were used for the
CID MS2 and MS3 experiments: isolation width ¼ 3 m/z, activation
Q ¼ 0.25, activation time ¼ 30 ms. Windows for selection of ions to
be fragmented were centered at the parent mass m/z þ 0.5 Th so
that the isolation window would effectively capture the isotope
distribution of the target ion. Normalized collision energy was
adjusted separately for each fragmentation event in order to obtain
diagnostic fragments with sufficient intensity. High signal-to-noise
MS, MS2 and MS3 spectra were obtained by averaging scans for at
least 30 s for each type of analysis. Experiments were performed
after tuning with pure per-O-methylated XXLG oligosaccharide
([M þ Na]þ m/z 1585.8).

2.11. HPAEC-PAD

High-performance anion exchange chromatography with
pulsed amperometric detection (HPAEC-PAD) analysis was per-
formed with a Dionex ICS-3000 chromatography system (Thermo
Scientific). An autosampler was used to inject each aqueous sample
(10 mL) into an analytical CarboPac PA200 column (Thermo Scien-
tific) and oligosaccharides were eluted using a sodium acetate
gradient (0e30 min: 0e50 mM (all gradients linear), 30e31 min:
50e1000 mM, 31e35 min: 1000 mM, 35e36 min: 1000 to 0 mM,
36e50 min: 0 mM) in a constant background of 100 mM sodium
hydroxide. The flow rate was set to 0.5 mL,min�1 for 0e30 min,
and 36e50 min segments, and 0.3 mL,min�1 for other segments.
The elution was monitored using pulsed amperometric detection
(PAD) with standard Quad waveform for carbohydrates. Peak in-
tegrals were analyzed using Chromeleon software.
2.12. RNA-seq

Pluripotent human embryonic stem cells (H9 ES) and smooth
muscle differentiated (SM) cells from a neural crest-like mesen-
chymal cell lineage were grown and harvested by the Dalton Lab-
oratory (University of Georgia) [12]. Total RNA was isolated from
the cell pellets as previously described [13]. A mixed sample of ES
and SM was created by combining 2.5 mg of RNA from each sample.
The two individual samples and the mixture were then used for
preparation of whole transcriptome sequencing libraries using the
Life Technologies Ion Total RNA-Seq Kit v2 (Thermo Scientific) ac-
cording to kit instructions. Sequencing was performed on a Life
Technologies Ion Proton System (Thermo Scientific) using recom-
mended kits for templating (Ion PI Template OT2 v3), sequencing
reactions (Ion PI Sequencing kit v3), and chip loading (Ion PIchip kit
v2). Sequencing reads were aligned to the human genome (hg19)
using STAR (single match) and Bowtie2 (local mode) in the Partek
FLOW software (Partek, St. Louis, MO). Aligned reads were im-
ported into Partek Genomics Suite (Partek) for RNA-seq quantifi-
cation using the RefSeq transcript database (2016-2-2 version) to
produce reads per kilobase per million (RPKM) values for each
gene. RPKM values were converted to transcripts per million (TPM)
for analysis [14].

3. Results

3.1. Proof of concept by simulation

A computer program (REQUIEMstats) was developed to
generate theoretical samples and mixtures of known composition,
and to simulate replicate data sets for each sample set (a and b, and
their 1:1 mixture g). Each replicate data set is unique and embodies
well-defined, parameterized deviations from ideality (i.e., noise).
The statistical properties of these replicate data sets were evaluated
individually using the REQUIEM algorithm and collectively using
standard statistical calculations. (See below for more details.) The
abundance ratio bxi calculated by REQUIEM for each analyte in each
data set was compared to the theoretical value obtained by dividing
the pre-defined abundances. The values of bxi calculated by applying
the REQUIEM algorithm to error-free data sets agreed precisely
with the simulated sample compositions (Supplemental Tables A1-
A3 and Figure A1), demonstrating the basic functional correctness
of the REQUIEM algorithm and confirming that the equations
derived here and in the Supplemental Information are correct. As
the non-ideality of the data increased, the accuracy of the calcu-
lated ratios decreased in predictable ways.

The REQUIEM algorithm calculates several metrics of the non-
ideality of the data, including sl (the weight-averaged RMSD of bl,
Equation (A14)), s (the estimated ensemble RMSD of the raw sig-
nals, Equation (A20), Supplemental), and di (the divergence from
linearity of the signal for each analyte i, Equation (A17)). The
magnitudes of sl and s correspond to the overall data error, while
the magnitude of each di value corresponds to the error for sample
component i.

The value of s was independently calculated by the REQUIEM
algorithm for each replicate data set in the collection. Independent
of the REQUIEM analysis, another parameter ss (the overall error of
the unprocessed signals) was calculated as the RMSD of the signals
taken over the entire collection of replicate data sets that were
simulated using a given set of theoretical abundances. As expected,
the value of ss agreed with the noise level passed to the
REQUIEMstats program, showing that this program indeed gener-
ates data sets that are consistent with its input parameters
(Supplemental Table A4). More notably, the values of s and ss were
in consistent agreement with each other, although better
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agreement was observed when the number of analytes in each
sample increased. This is the expected result, as each iteration of an
experiment that includes a finite number of analytes corresponds
to a different sampling of the global error distribution. Thus, the
signal error distribution of a given iteration (parameterized as s)
can differ significantly from the error distribution over all iterations
(parameterized as ss), but, on average, this difference decreases as
the size of the sample (i.e., the number of analytes) in each iteration
increases.

These results demonstrate that an error propagation approach
can provide useful information and encouraged us to extend it to
calculate additional parameters that reflect confidence in the
REQUIEM results. Notably, this strategy can be used to compute sua;i

and sub;i , which respectively correspond to RMSD for the numerator
and denominator of bxi (i.e., ua,i and ub,i). Thus, the newest version
of the REQUIEM software implements a modified Equation (A10) to
calculate bxi.
bxi ¼ bfa;ibfb;i

l

1� l
(26)

where bfa;i and bfb;i are are the predicted values for the normalized a
and b measurements for each component i obtained by linear
regression of the normalized data points in the REQUIEM plot. This
is possible because, once bl is calculated, both the abscissa and
ordinate for all three data points (a and b, and g) for each
component are available, and a line that best fits these three
measurements can be determined using linear regression. This
provides estimates of bfa;i and bfb;i and their errors. Since an esti-
mate of the RMSD of bl is available (Equation (A14)), errors for the
numerator and denominator of Equation (26) can be calculated
(Equations A24 and A25). For each analyte, these error estimators
are listed in the REQUIEM Results Table under the heading ”RMSD”.
3.2. REQUIEM analysis of standards

The REQUIEM algorithm was tested using carefully prepared
samples of known composition that were analyzed using various
methods. As described below, REQUIEM provided very accurate
sample-to-sample ratios of the amount of each analyte when the
technique being tested generated data with low noise and good
linearity. REQUIEM also revealed inaccuracies that arise from noise
and/or non-linearity.
3.2.1. REQUIEM analysis of standard monosaccharide mixtures by
GC-FID

Samples a and b as well as their mixtures g �1 through g �5,
each containing known amounts of ten different monosaccharides,
were prepared and analyzed by GC-FID. The REQUIEM plots
(Fig. 4A) indicated that the GC-FID data sets were both accurate and
linear. Fold-changes in the amount of each monosaccharide
calculated by applying the REQUIEM algorithm (Fig. 4B) agreedwell
with the known compositions of these samples.

Certain mixtures for GC-FID analysis were prepared to test the
REQUIEM algorithm when the value of l approaches 1 or 0, by
varying the mixing ratio of a and b samples. As expected, estima-
tions of the fold-change bxi are more sensitive to noise and/or
nonlinearity in the input data in these cases. This expected result is
especially evident in mixtures g�1 and g�5, where the a:b sample
mixing ratios were 80:5 and 5:80, respectively. As bxi is calculated as
a ratio containing l in the numerator and (1 � l) in the denomi-
nator, the error in the estimation of bxi approaches 100% when the
error in estimating l approaches l or (1 � l). This type of error may
not be evident in the REQUIEM plot, and care should be takenwhen
l is close to 0 or 1. Fortunately, such errors can be minimized by
preparing and analyzing mixtures that do not correspond to a 1:1
mixture., i.e., where the fraction bg taken to prepare the mixture is
not the same for both samples, as we assumed for simplicity when
deriving the REQUIEM equations. For example, unacceptably large
errors could occur if 1:1 mixing results in a value of 0.95 for l (i.e.,
95% of the mixture signal arises from sample a). In this case, the
analyst can prepare the mixture using an a:b mixing ratio n ¼ 0.05,
where the fractional amount of sample a that is added to the
mixture is 20-fold lower than the fractional amount of sample b
that is added to the mixture. To account for mixtures prepared in
this way, a user-specified parameter n (with a default value of 1.0) is
thus implemented as a processing parameter used by the REQUIEM
software to calculate bxi.
3.2.2. REQUIEM analysis of standard per-O-methylated
oligosaccharides by ESI MS

Oligosaccharides were generated by endoglucanase-digestion of
XyGs from various plant sources and purified as described [9].
Samples containing known amounts of these oligosaccharides were
prepared, per-O-methylated, and analyzed by ESI MS. REQUIEM
input files were generated from full scan (MS1) centroid peak lists
(each containing approximately 1600 m/z - abundance pairs) for
individual samples and their 1:1 mixtures. The REQUIEM software
parsed this file to assign data to each component listed in the file
header and provided accurate values for the sample-to-sample
fold-changes in the amounts of each oligosaccharide. REQUIEM
plots again indicated that the datawere both accurate and linear, as
illustrated in Fig. 5.

3.2.3. REQUIEM facilitates label-free quantitation by MSn

Most quantitative approaches (including REQUIEM) are based
on the assumptions that (I) the sample recovery factor tx is the
same for all analytes within a given sample x (e.g., the sample is
well-mixed), (II) the analyte response factor εi is the same for an-
alyte i regardless of the sample identity (i.e., there are no matrix
effects), and (III) that the signal intensity is linearly dependent on
the sample abundance (i.e, sx;ifax;i). That is, sample workup should
not result in the non-reproducible, selective loss of any sample
component. The results described above indicate that when these
assumptions are met, REQUIEM analysis can provide accurate es-
timations of bxi for each analyte. As a corollary, REQUIEM analyses
provide information regarding the validity of these assumptions:
small values for the divergence from linearity di for each analyte
indicate that the assumptions are met, whereas large values for di
indicate that one or more of the assumptions are compromised. We
testedwhether these assumptions are true for tandemMS analyses,
where each precursor ion selection and subsequent fragmentation
can be simply considered as one of the ”workup” steps that occur
before actual quantification in MSn. This assumption seemed
reasonable: although rate of formation of the precursor ion can
vary from one species to another due to differences in their ioni-
zation efficiencies, stable operation of the spectrometer couldmake
this bias reproducible. Such bias can be modeled by considering it
to be a manifestation of the response factor εi, which affects the
final signal for each analyte in a distinct but reproducible way.

The per-O-methylated XyGOs contained at least one pair of
isomers (designated XLXG and XXLG, Fig. 6A) that cannot be
distinguished in MS1. Careful examination of the tandem MS data
for the oligosaccharides suggested that no ions in the MS2 spectra
can provide unambiguous quantitative information for these
structures, in part because a third isomeric structure is present at
low abundance in the mixture. Therefore, MS3 analysis was per-
formed, by first selecting and fragmenting the quasimolecular
[MþNa]þ ion at m/z 1585.8, and then selecting the Y ion at m/z



Table 3
REQUIEM analyses of 4374 combinations of MS3 scans using a search list containing
only 2 diagnostic ions or 2 diagnostic ions plus 4 non-diagnostic ions.

XLXG XXLG

Analysis aRatio bRMSD cError aRatio bRMSD cError
2 Ions 4.669 1.329 16.7% 0.481 0.142 45.7%
6 Ions 4.168 0.987 4.2% 0.433 0.108 31.2%
Theoretical 4.000 e e 0.333 e e

a Mean fold-change bxi , comparing the a and b samples.
b Root mean square deviation (i.e., deviation from the mean value).
c Error of the mean ratio relative to its theoretical value.
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1207.6 from theMS2 spectrum for fragmentation. The resultingMS3

contained two diagnostic Y ions (m/z 639.3 and 843.4) that arise
solely from XLXG and XXLG, respectively. Thus, REQUIEM analysis
of this MS3 spectrum was performed, mapping these two diag-
nostic m/z values to their respective parent structures in the
REQUIEM search table (i.e., the input file header). The results were
consistent with the known a:b fold-changes for these standard
samples (Table 2).

When only the two diagnostic ions were included in the search
table, all REQUIEM RMSD parameters were zero. This is fully ex-
pected, because in such cases calculation of these parameters in-
volves one degree of freedom. (More generally, n normalized data
points have only n � 1 degrees of freedom). In this case, the
normalization process ensures that l1 and l2 have precisely the
same value, so their (weighted) RMSD is always zero. This unfor-
tunately prevents such a REQUIEM analysis from producing sta-
tistics that can be used to evaluate the quality of the data. However,
the MS3 spectrum contains many signals that, despite being ”non-
diagnostic” (i.e., arising from more than one analyte), can provide
useful information about the linearity and reproducibility of the
tandemMS analysis itself. That is, the MS3 spectrum of the mixture
g, taken as a whole, can be modeled as a linear combination of the
MS3 spectra of samples a and b. Therefore, another REQUIEM
analysis of the spectra was performed, this time including non-
diagnostic ions in the REQUIEM search list. The results indicated
that the data selected for this analysis were linear and reproducible
(Fig. 6B). Including these other non-diagnostic ions in the REQUIEM
analysis appeared to improve the accuracy of the results, as judged
by their comparison to the known amounts of the oligosaccharides
in the samples.

It is well known that individual scans in a tandem MS data set
can exhibit significant differences in the relative signal intensities,
due to fluctuations in the prevailing physical state of the instru-
ment at the time each scan is recorded. In order to determine
whether the improved accuracy of the more inclusive analysis
described in the last paragraph was real or just a sampling artifact,
4374 parallel REQUIEM analyses were performed using different
combinations of individual MS3 scans from the data set. The results
(Table 3) support the conclusion that, in addition to providing a
basis for statistical analysis of the data, REQUIEM analyses of MS3
Table 2
REQUIEM statistics for MS3 data (See Fig. 4.).

Set a# Ions l bRMSD Average d Analyte li

1 2 0.711 e e XLXG 0.711
XXLG 0.711

1 2 þ 4 0.484 0.004 �0.004 XLXG 0.485
XXLG 0.518

2 2 0.682 e e XLXG 0.682
XXLG 0.682

2 2 þ 4 0.516 0.033 �0.031 XLXG 0.464
XXLG 0.515

3 2 0.682 e e XLXG 0.682
XXLG 0.682

3 2 þ 4 0.515 0.028 �0.045 XLXG 0.484
XXLG 0.659

Actual xi ratio

XLXG
XXLG

a The search tables for all REQUIEM analyses listed here included 2 ions that are diagno
included the next four most abundant ions in the search table. (See text.)

b Each RMSD column lists the root mean square deviation for data in the column imm
have a single degree of freedom and thus do not provide confidence information for the

c As described in the text and Supplemental Information, ua,i and ub,i cannot be inter
context of a REQUIEM experiment.
data that include non-diagnostic ions generally produce more ac-
curate results than analyses that only include diagnostic ions.

3.2.4. REQUIEM analysis of MALDI-TOF mass spectra reveals ion
suppression

Data generated by MALDI-TOF MS analysis of XyGOs were pro-
cessed by the REQUIEM software. The results (Fig. 7) revealed
systematic errors in the data, due to inefficient ionization of ana-
lytes that were present at low abundance (Table 4). This is consis-
tent with the well-known phenomenon of ion suppression [15]
during MALDI-TOF MS analysis, which significantly decreases the
accuracy of this method for quantification. This illustrates the po-
wer of the REQUIEM algorithm to reveal systematic non-linearities,
which would not be exposed by replicate analysis alone.

3.2.5. REQUIEM analysis of chromatograms reveals faulty peak
integration

Chromatograms generated by HPAEC-PAD of XyGOs were sub-
jected to REQUIEM analysis (Fig. 8). Significant divergence from
linearity was observed (Fig. 8A) for the octasaccharide XLXG. The
large negative divergence for this analyte from linearity is offset by
smaller and (mostly) opposite divergences of data points for all
other analytes. Analysis of technical replicates indicated that these
results were highly reproducible, suggesting that the non-linearity
was not the result of a sampling error. Removal of XLXG from the
REQUIEM search list produced a REQUIEM output with very little
divergence from linearity (Fig. 8B). Together, these results sug-
gested that the non-linearity was a result of a reproducible error in
di bxi bRMSD cua,i
bRMSD cub,i

bRMSD

e 4.128 e 65.436 e 15.851 e

e 0.429 e 5.62 e 13.093 e

0.002 3.898 0.074 12.361 0.096 3.171 0.039
�0.027 0.405 0.019 1.062 0.042 2.619 0.038

e 3.697 e 61.982 e 16.763 e

e 0.412 e 6.204 e 15.051 e

�0.064 4.201 0.556 12.801 0.882 3.047 0.234
0.001 0.468 0.193 1.281 0.454 2.736 0.217

e 3.697 e 61.982 e 16.763 e

e 0.412 e 6.204 e 15.051 e

�0.04 4.508 0.734 12.919 0.737 2.866 0.324
�0.15 0.408 0.129 1.111 0.298 2.722 0.32

4.000
0.333

stic for the 2 structures (XLXG and XXLG) being quantified. Half of the analyses also

ediately to its left. For a binary analyte search list, REQUIEM statistics (RMSD and di)
results.
preted in isolation: only the ratio ua,i:ub,i (here abbreviated xi) has meaning in the



Table 4
Ion suppression in MALDI-TOF analysis of xyloglucan oligosaccharides.

aActual Ratio bCalculated Ratio

GXXG 0.167 0.093
XXXG 0.400 0.246
XLXG-XXLG 0.750 0.490
XXFG 1.333 1.051
XLLG 2.500 2.179
XLFG 6.000 8.814

a Fold-change, comparing the a and b samples.
b Fold-change bxi estimated by REQUIEM analysis of MALDI-TOF data.
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signal integration. Indeed, when the chromatograms were carefully
examined (Fig. 8C, D), it became obvious that the peak-picking al-
gorithm had consistently failed to distinguish the XLXG peak
(retention time 20.55 min) from a partially overlapping ”contami-
nant” peak (20.80 min) and that this resulted in an exceptionally
large error for the b sample, in which XLXG has low abundance.
Manually overriding the peak-picking algorithm reduced the inte-
gral of the XLXG signal in the b sample by approximately 40%,
resulting in signal integrals that were highly linear according to
REQUIEM (Fig. 8C). This example illustrates REQUIEM‘s ability to
identify outliers with analytical errors that are larger than expected
when considering the overall noise level of the experiment.
3.2.6. REQUIEM analysis of large RNA-seq data sets
REQUIEM was tested as an independent method to assess the

fold-changes for RNA transcripts as estimated by RNA-seq analysis,
which routinely generates very large data sets. Analyses of simu-
lated data (described above) indicate that, as expected, the
REQUIEM algorithm provides more robust statistics for large data
sets than for small data sets, which are more susceptible to sam-
pling errors. In this context, REQUIEM is well suited for the pro-
cessing of RNA-seq data. RNA samples a and b were isolated from
pluripotent human embryonic stem cells (H9 ES) and smooth
muscle differentiated (SM) cells, respectively, and a 1:1 mixture of
these was prepared as the g sample and analyzed (Supplemental
Information). Data for genes with an average of less than 10 tran-
script reads in the three samples were excluded from further
REQUIEM analysis, as preliminary examination indicated that they
did not contribute any useful information. The remaining datawere
analyzed using the REQUIEM algorithm. Unsurprisingly, REQUIEM
analysis indicated that transcript levels of several genes suggested
as markers for pluripotent [16] cells are much more highly
expressed (bxi >550) in ES cells than in SM cells (Table 5), whereas
genes characteristically expressed in smooth muscle differentiated
cells [17] were upregulated (bxi <0:4) in SM cells.

The distribution of values for the divergence from linearity
exhibited tails that are uncharacteristic of a normal distribution
(Fig. 9A). This feature was associated with genes with a low number
of reads. This relationship was visualized by calculating the average
number of reads over the three samples (a, b and g) for each gene
and then sorting the genes according to this average. The data in the
sorted list were grouped (100 genes per group), and the average
number of reads and the average di was then calculated for each
group. A scatter plot correlating these two parameters for each
group (Fig. 9B) indicates that di is relatively constant for highly
expressed genes, but increases sharply as the average number of
reads approaches zero. This is the expected result if the number of
reads for each gene is a Poisson distribution, as has been suggested
for RNA-seq data [18].

Data in which the signal for each analyte is a Poisson distribu-
tion was simulated using the REQUIEMstats software, based on the
premise that the variance of the theoretical Poisson distribution for
each analyte is equal to the expectation value for that analyte.
Several data sets were simulated and analyzed using the same
methods described above to process the RNA-seq data. For each
simulated data set, the divergence from linearity exhibited a dis-
tribution (Fig. 9C) and a correlation with the number of reads
(Fig. 9D) similar to those for the RNA-seq data. These results suggest
that for experiments generating signals with Poisson distributed
intensities, a sharp upturn in the divergence from linearity will
start to significantly degrade the quality of the results for data
points that correspond to 50 or fewer ”events” (i.e., ”reads” in the
case of RNA-seq data). Furthermore, the quality of the results will
increase very gradually as the number of events increases.

Raw transcript counts, counts normalized to the library size of
each sample, as well as counts normalized to both library size and
transcript length (RPKM and TPM normalizations) of all genes were
separately subjected to conventional and REQUIEM analyses. This
differs from the results described above, where REQUIEM analysis
was performed only with genes having more than 10 transcript
reads. As expected, REQUIEM analysis of the raw as well as the
normalized data yielded (within rounding error) identical fold-
changes for any given analyte (Table 5). This is fully expected as
library size and transcript length are respectively modeled as ele-
ments of the sample recovery and analyte response factors that
cancel in REQUIEM analysis. In contrast, the fold-changes calcu-
lated conventionally (by dividing the counts from the a [ES] sample
by those from the b [SM] sample) depend on the method of data
normalization. For instance, the quotient bxTPMi ∕bxREQUIEMi (last row of
Table 5) is 0.86, indicating that TPM normalization systematically
underestimated the fold-changes by approximately 14%. It is
noteworthy that the three normalization methods employed all
reduce the bias of by varying degree, as indicated by bxi∕bxREQUIEMi
ratios that are closer to 1 than that obtained by the analysis of the
non-normalized (raw) data. Biases introduced by sample process-
ing are often corrected by normalizing all fold-changes in the
samples to that of one or more reference genes. However, it is clear
that the reproducible expression of such reference genes should be
validated by independent methods. Indeed, REQUIEM analysis in-
dicates that several housekeeping genes assumed to maintain a
stable expression during pluripotent stem cell differentiation [19]
change their expression level significantly, e.g., a:b ratios (bxi) of
3.21 and 0.75 for SNRPD3 and EMC7, respectively (Table 5), and
thus may not be suitable reference genes here. Due to the unbiased
fold-changes delivered by REQUIEM analysis, no assumptions
about the constancy of reference gene expression, or external
validation of the fold-changes were required. This analysis thus
demonstrates another advantage of REQUIEM, namely, the repro-
ducibility of internal standards (e.g., reference genes) expression
levels is totally irrelevant with respect to the accuracy of the
analysis.

4. Discussion

REQUIEM analysis provides estimates of fold-changes for com-
ponents of two samples that are compared. The accuracy of these
results depends on the linearity and signal to noise ratio for the
data. As we have shown, these ideal requirements for highly ac-
curate results are not always realized, due to factors such as sam-
pling error and nonlinearities that arise, for example, as a result of
variation in ionization efficiency during mass spectral analysis.
However, if REQUIEM analysis indicates that the divergence from
linearity is small, one can infer that the data have not been unduly
compromised by sample-to-sample variations in the response
factors or non-reproducible, analyte-specific losses during workup.
Thus, REQUIEM provides informative statistics regarding the ac-
curacy of the fold-changes it calculates.



Table 5
Transcript ES:SM fold-changes (bxi) for selected genes obtained by REQUIEM and conventional analyses. Data from replicate experiment 2 is shown.

Gene REQUIEM analysis Normalization procedure Conventional analysis Normalization procedure

Raw data Library size RPKM TPM Raw data Library size RPKM TPM

Suggested pluripotency-associated (transcription factor) markers (reference 16)

aPOU5F1 4209 4209 4214 4214 5902 5108 4780 3656
NANOG 3721 3721 3696 3696 5217 4516 4192 3206
SOX2 556 556 557 557 780 675 631 483

Gene Suggested reference genes for ES cell differentiation experiments (reference 19)

SNRPD3 3.21 3.21 3.21 3.21 4.5 3.9 3.65 2.79
PSMB4 2.58 2.58 2.58 2.58 3.61 3.12 2.92 2.23
PSMB2 2.32 2.32 2.32 2.32 3.25 2.81 2.63 2.01
GPI 2.31 2.31 2.31 2.31 3.23 2.80 2.62 2.00
VPS29 1.83 1.83 1.84 1.84 2.57 2.23 2.08 1.59
VCP 1.75 1.75 1.75 1.75 2.45 2.12 1.98 1.52
RAB7A 1.36 1.36 1.36 1.36 1.90 1.65 1.54 1.18
C1orf43 1.33 1.33 1.33 1.33 1.86 1.61 1.50 1.15
REEP5 1.06 1.06 1.06 1.06 1.48 1.28 1.20 0.92
CHMP2A 0.87 0.87 0.87 0.87 1.22 1.05 0.99 0.75
EMC7 0.75 0.75 0.75 0.75 1.04 0.90 0.85 0.65

Gene Suggested neural crest-derived smooth muscle cell markers (reference 17)

CNN1 0.27 0.27 0.27 0.27 0.38 0.33 0.31 0.24
CALD1 0.21 0.21 0.21 0.21 0.29 0.25 0.23 0.18
SMTN 0.21 0.21 0.21 0.21 0.29 0.25 0.24 0.18
MYH11 0.19 0.19 0.19 0.19 0.26 0.23 0.21 0.16
TAGLN 0.18 0.18 0.18 0.18 0.26 0.22 0.21 0.16
MYOCD 0.14 0.14 0.14 0.14 0.19 0.17 0.16 0.12
bACTA2 0.00087 0.00087 0.00085 0.00085 0.00120 0.00110 0.00096 0.00073
bACTA2 0.00038 0.00038 0.00038 0.00038 0.00053 0.00046 0.00043 0.00033

cbxi∕bxREQUIEMi

1.40 1.21 1.13 0.86

a POU5F1 is called Oct-4 in the referenced article.
b The two rows for ACTA2 gene refer to two distinct splicing isoforms.
c The quotient bxi∕bxREQUIEMi is calculated by dividing (the fold-change bxi for a gene determined directly from the data obtained using a particular normalization method) by

(the value of bxi calculated by REQUIEM using the raw data for the same gene). Notably, this ratio is independent of the gene used to calculate it.
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As illustrated in Fig. 1, non-ideality of analytical results can arise
from both non-linearity and noise. A nonlinear signal response can
be highly reproducible and data consistency does not necessarily
indicate that the signals are linearly related to the sample amount.
Thus, standard replicate analysis can fail to reveal inaccuracy that
arises from systematic (reproducible) sources of non-linearity, a
situation which is not improved by increasing the number of
replicates.

Analysis of simulated data demonstrates that the REQUIEM al-
gorithm provides statistics that provide insight into the accuracy
and/or linearity of the input data without requiring multiple
replicate analyses. That is, rather than repeating the analysis to
measure each signal intensity several times, REQUIEM uses the
deviations from ideality present in the ensemble of signals to
generate statistics that reflect the accuracy of each measurement.
These deviations can arise from noise, which can be estimated by
standard statistical analysis of replicate data sets, or from non-
linearity of the signal, which could be detected if additional steps
(e.g., analysis of a dilution series) beyond simple replicate analysis
are performed. Although the current version of the REQUIEM al-
gorithm cannot distinguish these two sources of non-ideality
directly, it provides robust and useful information about the over-
all reliability of the results and insight into the sources of non-
linearity. For instance, a systematic divergence from ideality in
the analytes with high raw signal intensities could indicate a
saturation effect (e.g., of the instrument detector). Thus, a major
advantage of the REQUIEM algorithm is that it provides information
that allows the analyst to assess the extent to which the typical
assumptions underlying chemical analysis (signal linearity and
reproducibility) are realized.

REQUIEM can be used not only to obtain quantitative informa-
tion about relative analyte abundances in specific samples, but also
to assess the linearity and reproducibility of diverse methods being
developed for quantitative analysis. Application of REQUIEM to MS
data is especially useful in that it provides a label-free approach to
estimate fold-changes in analyte abundance without relying on the
addition of internal standards, metabolic labeling, or chemical
modification. This includes tandem MS data, for which effective
response factors reflect a combination ionization efficiencies, sus-
ceptibility to fragmentation, detector responses, and other con-
siderations. For example, we have shown that REQUIEM analysis of
data sets generated by combining individual MSn scans from a
single experiment provides information about the scan-to-scan
reproducibility and linearity of the data. As we have shown for
MALDI-TOF MS data, it also provides information about ion sup-
pression effects, whose detection usually requires analysis of
standards of known concentration or a dilution series when
implementing more conventional approaches.

REQUIEM analysis does not require replicates of each of the
three samples. In such cases, one cannot estimate within-condition
variances for each analyte. However, if, for the purposes of variance
estimation, one assumes that there is no systematic difference in
the signal between samples a, b, and g, the three samples can be
used as replicates to estimate the variance of the raw data (see, e.g.,
Equation (A16)). This approach will tend to overestimate the vari-
ance (and thus be conservative) for analytes for which there is a



Fig. 9. REQUIEM analysis of RNA-seq data. (A) Distribution of the divergence from linearity (di) for 17,832 genes with more than 10 reads. The tails of this distribution are due to
genes with fewer than 50 reads. (B) Distribution of di for 4000 simulated analytes with Poisson-distributed signal errors. (C) Average di for groups of 100 observed genes as a
function of average number of reads in each group. (D) Average di for groups of 100 simulated analytes as a function of average signal. The average value of di increases sharply when
the number of observed events decreases below 50.
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systematic difference. A problem with this approach is that the
variance estimatewill be highly subject to sampling variability with
only three replicates. A solution that has been employed with RNA-
seq data [20,21] is to use the data from all genes to make a global
estimate of the function relating variance to mean and then using
this function in combination with local information in order to
estimate the variance for individual genes. Although this approach
is not explicitly implemented in the REQUIEM software, the results
described here suggest that the statistics generated by REQUIEM
can be interpreted using similar approaches.

It is important to note that care must be exercised in interpre-
tation of REQUIEM statistics. RMSD values such as sua;i and sub;i

provided by our software should not be interpreted as parameters
(e.g., standard deviations) that characterize normal distributions.
Although the current version of REQUIEM provides useful statistical
information, it does not provide a formal framework for statistical
inference (i.e. hypothesis testing and confidence intervals). In
particular, the current version of REQIUEM does not allow for
replication. The next step will be to develop a statistical framework
for REQUIEM inference that allows replication and provides a
formal means of conducting hypothesis tests and calculating con-
fidence intervals. We are currently developing such a framework
using linear regression to estimate the numerator and denominator
of xi, as described in Section 3.1, to incorporate technical replicate
into the analysis.
One of the statistics calculated by REQUIEM is s (the global

RMSD of the signals), which can be interpreted as a standard de-
viation of the signals only if the signal error is normally distributed
and the sources of error are consistent and homoscedastic, or in-
dependent of signal magnitude. In certain cases, we have used
REQUIEM to show that this assumption does not hold. For example,
data generated by RNA-seq analysis appears to have a Poisson
distribution (or, more generally, a negative binomial), and
REQUIEM analysis of RNA-seq data produces results that are
consistent with this model. Thus, estimates of s should be inter-
preted with care.

Even if formal statistical inference is not possible, the divergence
from linearity di for each analyte can provide useful information
regarding the accuracy of each bxi, as we have shown for RNA-seq
data. This parameter can also be used to purge clearly non-linear
data from the data set. This is most appropriate when the source
of this non-linearity is identified and the number of analyte signals
remaining is sufficient to obtain meaningful statistics. Signal
normalization results in a dataset in which the error in each
normalized signal reflects the error of all other included signals.
Thus, removal of clearly erroneous data points improves the overall
accuracy of REQUIEM analysis. Signals corresponding to specific
analytes are readily excluded from the analysis by removing them
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from the search table in the header of the REQUIEM input file
(Table A3). Even though excluding an analyte from the analysis just
makes the process agnostic to its signals, scientific objectivity de-
mands that the method used to select signals for inclusion/exclu-
sion be well-described when reporting REQUIEM results.

REQUIEM thus provides considerable information regarding
data ideality for an analysis. This makes it useful in many different
ways beyond providing unbiased fold-change data. For example,
REQUIEM can be used to pinpoint specific steps of sample prepa-
ration, workup and analysis as sources of error. These include but
are not restricted to sampling errors (e.g., inappropriate sampling
granularity) and errors due to post-acquisition data processing
(e.g., poorly parameterized data transformations).

5. Conclusions

We have developed REQUIEM, a novel approach for label-free,
relative quantitation and used extensive simulations as well as
analyses of carefully prepared standard samples with known
composition to validate its theoretical and practical correctness,
including its ability provide information about data linearity and to
identify outliers. We demonstrated the efficacy of REQUIEM on
several analytical techniques, including tandemmass spectrometry
and RNA-seq, that are known to impose serious challenges for
quantitative analysis. As we have shown, the REQUIEM approach
has very few restrictions regarding the nature of analyses to which
it can be applied. No additives or special sample preparation pro-
tocols (other than careful mixing of aliquots from the two samples
of interest) are required. One does not need to know analyte
response factors, which cancel out as shown in the mathematical
derivations presented here. Crucially, all effects of sample-to-
sample variation in the total analyte yield (expressed as the
parameter tx) occurring after the samples have been mixed are
eliminated as well. That is, even if much less than 100% of the
analyzed components are recovered for analysis or injected into the
analysis equipment, REQUIEM will generate unbiased results pro-
vided that the data reproducibly reflect, for each independent
sample, the relative amounts of each constituent within that
sample. Hence, REQUIEM can replace the employment of standards,
whether external (i.e., for constructing a standard curve), internal
(for compensating sample losses), or intrinsic (i.e., products of
housekeeping genes). In this context, REQUIEM can also provide
information regarding the efficacy of potential standards, as was
shown for transcripts in the RNA-seq experiment. Absolute quan-
tification is neither required nor provided by the REQUIEM algo-
rithm. Notably, REQUIEM can be used as a label-free method to
obtain quantitative information from direct and tandem mass
spectrometry data.

Freely available software (http://glycomics.ccrc.uga.edu/
requiem/) has been developed to implement the REQUIEM algo-
rithm. This software imports data sets using a two-column format
(Supplemental Table A2) that is generated by a trivial trans-
formation of text-based data files (such as peak lists) that are
routinely produced by diverse analytical instrumentation packages.
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