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1  Introduction

Since the inception of metabolic engineering more than
two decades ago [1–3], the field has played a significant
role in optimizing microbial biocatalysts and has had 
a significant impact on biotechnological applications
 related to health [4, 5], food [2, 6], energy [7, 8], and environ -
ment [9, 10]. One of the key questions that metabolic engi-
neers face is to identify which genes should be targeted
to develop a robust and efficient strain to achieve desir-
able phenotypes, e.g. production of a target compound at
high yields, titers, and productivities.
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Several different metabolic pathway analysis tools
have been developed to assist rational strain design by
using constraint-based metabolic network modeling,
such as flux balance analysis (FBA) [11] and elementary
mode analysis (EMA) [12]. Both of these techniques are
based on the structural analysis of the metabolic network
without requiring the enzyme kinetic parameters, which
are largely unknown in a complex metabolic network [13,
14]. These techniques primarily seek to find genetic mod-
ifications (e.g. gene knockouts) to achieve optimal meta-
bolic networks with desirable phenotypes [15, 16].

Various FBA-derived techniques including MOMA
[17], Optknock [18], OptStrain [19], OptForce [20], Robust-
Knock [21], OptGene [22], EMILiO [23], and OptORF [24]
were developed to design optimal strains for metabolite
overproduction [25–27]. These techniques formulate the
problem by using objective functions such as maximum
growth rate and maximum product formation, and can
identify one optimal solution of genetic knockout targets
that optimize cell growth and chemical overproduction
[28]. The advantage of these techniques is that they can
analyze large-scale metabolic networks. However, the
optimal solution may not guarantee that the engineered
strain will not use other (sub)optimal pathways to func-
tion [29–31].

EMA is a metabolic pathway analysis tool that can
identify all feasible metabolic pathways called elementary
modes (EMs) inherent to a metabolic network that con-
tain a unique and minimal set of enzymatic reactions
operating under steady state. Given complete knowledge
of all EMs, the optimal metabolic network of a desirable
strain can be designed by using various techniques such
as the minimal metabolic functionality (MMF) [32], con-
strained minimal cut set (cMCS) method [33], FluxDesign
[34, 35], and CASOP [36]. The MMF method was validat-
ed with experimental data for optimal production of cell
biomass [37], biofuels (ethanol, isobutanol, and butanol
are examples) [32, 38–42] and secondary metabolites
(such as carotenoids) [43] in various organisms. However,
the above methods are typically limited to moderate-scale
metabolic networks because of the combinatorial explo-
sion of computing all EMs [44].

Experimentally, an engineered strain sometimes may
not achieve a desirable programmed phenotype (such as
improved growth rate and/or overproduction of a target
chemical) after multiple gene deletions suggested by
either the FBA or EMA technique. One reason is the
capacity of some native enzymes in the various reaction
steps is rate-limiting and these enzymes have not yet
evolved to fit the optimal redesigned cellular metabolism
[26, 38, 42, 45]. A fundamental challenge is to identify key
bottlenecks that prevent cells from reaching desirable
pheno types in a reprogrammed metabolic network. This
kind of problem can only be addressed adequately when
many kinetic parameters are available to perform perturba-
tion analysis to identify the rate-limiting reaction steps [14].

Due to the lack of parameters describing mass-action
kinetics in vivo, different ensemble metabolic modeling
(EMM) techniques were developed to sample a space of
kinetic parameter sets that can describe an experimen-
tally determined steady-state phenotype (metabolic flux
distribution) of a cell and predict the stability of the net-
work under uncertainty [46–52]. Tran et al. developed a
useful method to generate an ensemble of kinetic models
that are anchored to the steady-state flux distribution of a
wildtype strain and used the ensemble to study the
effects of over- and/or under-expression of enzyme con-
centrations on overproduction of a target chemical [46].
The approach used the available perturbation experi-
ments to screen for models that match the observed phe-
notypes. The models that were not consistent with the
experimental phenotypes were screened out of the
ensemble. This screening process was repeated over sev-
eral experimental data sets. After a certain number of
screening steps, a small ensemble of predictive models
remained and became useful for guiding further enzyme
choices for over- and under-expression. The approach
relied on a large set of available experiments to screen out
models, but might not identify the rate limiting steps nor
suggest new perturbation experiments in the absence of
the experimental data [53–55].

The goal of this study is to develop a systematic mul-
tiple enzyme targeting method, called SMET, that can
identify which enzymes and how much of these enzymes
need to be simultaneously manipulated to achieve the
desirable optimal cellular metabolisms for enhanced prod-
uct yields, titers, and productivities without requiring
multiple sets of experimental data. The only experimental
data required by SMET is the steady-state flux distribu-
tion of the wildtype. The SMET method is tested and
 validated for a simple network and an E. coli DAHP pro-
duction network. The simple network is chosen to demon-
strate the SMET concept while the DAHP production
 network describes the production of 3-deoxy-D-arabino-
heptulosonate-7-phosphate (DAHP), a precursor for the
production of aromatic amino acids that have numerous
industrial applications in the food and pharmaceutical
industries [3, 56–58].

2  Materials and methods

2.1  Problem formulation

For a given metabolic network, the principal law of mass
conservation of metabolites can be written as:

(1)

where c is an m × 1 metabolite concentration vector, S is
an m × n stoichiometric matrix, and v is an n × 1 reaction
rate (flux) vector. In Eq. (1), the bold lowercase and upper-

=c
t

Svd
d

www.biotechnology-journal.com



© 2013 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 607

case letters signify a vector and a matrix, respectively.
Figure 1A shows an example of a steady-state pheno typic
space of a metabolic network projected on the 2-dimen-
sional space of vj /v1 versus vi/v1 and enclosed by the area
connecting points M, N, O, and T. Under a defined condi-
tion, a wildtype strain can operate anywhere within this
space. Assume that the desirable phenotypic state is at
point T for maximizing vj /v1 and the phenotypic state of
the wildtype strain experimentally determined is at point
X. The SMET method is designed to systematically iden-
tify which enzymes and how much of these target
enzymes need to be manipulated to shift the phenotypic
state of the wildtype strain at point X to the desirable opti-
mal state of the mutant strain at point T. Figure 1B shows
the flow chart of the SMET method that combines both
EMA and EMM to generate novel SMET metrics. These
metrics suggest systematic multiple enzyme targets to
perturb for enhanced product yields, titers, and produc-
tivities.

2.2  Elementary mode analysis

EMA is applied to identify all unique feasible metabolic
pathways that define the phenotypic space of the net-
work (Fig. 1A). Under steady state, the mass balance Eq.
(1) can be rewritten as:

Sv = 0 (2)

Since m << n for S for a typical metabolic network, Eq. (2)
is an underdetermined system of homogenous equations
and admits an infinite number of nontrivial solutions
which all reside in the n-m dimensional null space of S,
provided S is full-rank.

2.2.1  Computing elementary modes (EMs)
All finite solutions of Eq. (2) that span the phenotypic
space can be computed by imposing two constraints: a

thermodynamic constraint vi > 0 for some i ∈ 1, 2,…, n and
a non-decomposability constraint. The latter constraint
states that if EM1 and EM2 are any of two EMs, a set of
non-zero flux indexes S(EM1) belonging to EM1 is not a
subset of S(EM2) and vice versa. These spanning solu-
tions represent a set of unique and elementary pathways
known as EMs [12, 59]. Metatool 5.0 was used in this
study to compute all EMs of a metabolic network [60]. The
theory and algorithms used to compute EMs can be found
in relevant literatures [61–66].

2.2.2  Computing constrained minimal cut set (cMCS)
From a complete set of computed EMs that span the phe-
notypic space of a metabolic network by using EMA, it is
straightforward to identify a desirable optimal pheno typic
subset such as the point T of Fig. 1A corresponding to
maximal yield vj /v1 [12]. The cMCS method is applied to
identify all MCSs containing unique sets of enzymes that,
when deleted, can disrupt all EMs other than those whose
span includes the phenotypic subspace with maximum
vj /v1 at point T. The software CellNetAnalyzer version 9.8
was used in this study to calculate MCSs [67].

2.3  Ensemble metabolic modeling (EMM)

From the experimentally determined steady-state flux
distribution of the wildtype, EMM can be used to gener-
ate an ensemble of the kinetic parameter sets that yield
the steady-state phenotypic state of the wildtype strain
[46]. Each stoichiometric reaction in the metabolic net-
work can be modeled as a series of elementary reactions,
and Eq. (1) can be rewritten as:

(3)

where Sexp,k is the expanded stoichiometric matrix, vexp,k
is the expanded flux vector, and the subscript k indicates
the kth sampled ensemble model. Each model is a func-
tion of randomly generated enzyme fraction E and reac-
tion reversibility R constrained by defined thermodynam-
ic ranges (see Tran et al. [46] for details.) A Matlab script
[53] was used to generate an ensemble of 1500 models for
each network investigated in this study.

2.4  Systematic multiple enzyme targeting (SMET)

The SMET method was developed in this study to sys-
tematically identify multiple enzyme targets to engineer
the wildtype strain to reach the desirable phenotype
based on perturbation analysis. Here the perturbation
analysis refers to deletion, under-, or over-expression of an
individual enzyme or group of enzymes in the metabolic
network and is fundamentally different from sensitivity
analysis. Sensitivity analysis performs small changes of
some variable values relative to steady-state conditions to
predict the rate of change in a desired quantity relative to
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Figure 1. (A) A representative phenotypic space of the wildtype strain pro-
jected on 2D space of vj/v1 versus vi/v1. vi, vj are two different fluxes that
are normalized with a reference flux v1 such as a substrate uptake rate. 
(B) Scheme of the SMET method for systematically identifying multiple
enzyme targets to manipulate for enhanced product yields, titers, and
 productivities.



Biotechnology
Journal Biotechnol. J. 2013, 8, 605–618

608 © 2013 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

those changes. Perturbation analysis, on the other hand,
performs large changes. In the realm of Metabolic Control
Analysis [68, 69], sensitivity analysis typically measures
the response of one variable such as a target metabolic
flux to individual infinitesimal changes in other variables
such as enzyme concentrations, also known as metabolic
flux control coefficients.

The SMET method involves three steps.
Step 1: Determine the flux distribution vector vrep
(n × 1) that represents the most dominant simulated
behavior of flux distribution vectors at the end of a
chosen simulation time period. These vectors are
derived from the ensemble of kinetic models generat-
ed from the original metabolic network after the intro-
duction of MCS perturbation suggested by the cMCS
analysis.
Step 2: Determine the ideal flux distribution vector
videal (n × 1), to which the representative flux vector
vrep is to be compared. The vector videal lies in the
space spanned by the linear combination of the high-
yield EMs resulted from the cMCS analysis.
Step 3: Compare the differences between vrep and 
videal element-wise to identify enzyme targets for per-
turbation by using two SMET metrics, the l- and c-val-
ues, and to confirm these targets by a follow-up per-
turbation analysis.

In steps 1 and 3, the simulated time for the enzyme per-
turbation was chosen arbitrarily (t =  2000  h) and long
enough for the models to reach steady-states if any had
existed. For metabolic networks investigated in this
study, longer simulated time (t = 10000 h) was also tested
and led to comparable c- and l-values for the same enzyme
targets.

In step 1, two possible cases might happen after the
MCS perturbation. In case 1, some ensemble models can
reach steady states, indicating that the wildtype can be
engineered to reach the desirable metabolic steady-state.
Some ensemble models cannot reach steady states
because some intermediate metabolites are abnormally
accumulated and increasing the simulated time does not
allow these models to reach steady states. The SMET
metrics can be used to guide which limiting enzymes
should be manipulated to enhance the target flux and fur-
ther increase the population of kinetic models to reach
steady states. It should be noted that the steady-state
yields are guaranteed to be maximum after the MCS per-
turbation. In case 2, none of the ensemble models can
achieve steady states upon the MCS knockouts, suggest-
ing that the wildtype cannot be engineered to achieve the
desirable metabolic steady-state. The SMET method
must be applied to determine which enzymes and by how
much of these enzymes should be perturbed to reach the
optimal metabolic steady state.

2.4.1  Determining the representative flux vector vrep
In order to find vrep, a MCS is first used as knockout tar-
gets for the perturbation analysis on the ensemble models
generated for the wildtype. Most of these models or even
all may not reach steady states after MCS perturbation,
indicating that native enzymes of some reaction steps are
limiting and cannot cope with the reprogrammed optimal
cellular metabolism predicted by the cMCS analysis. At
the end of the perturbation simulation time, the flux vec-
tors from all the ensemble models are arranged as
columns of the matrix Vf (n × k). Each column of Vf is then
normalized to unit magnitude to prevent models that pre-
dict large flux values from biasing vrep as shown below:

(4)

where vfn,i denotes the ith column of Vfn. The matrix Vfn
is subjected to singular value decomposition (SVD) to
extract vrep as follows:

(5)

(6)

where Ufn and Wfn are the left and right singular matrices
of Vfn, respectively. The first column of Ufn is the first sin-
gular vector (ufn,1, also the dominant vector) in the column
space of Vfn. Since the values across the columns of Vfn
are not mean-centered, ufn,1 represents the general
behavior of the flux vectors and is chosen to be vrep, pro-
vided that the effective rank of Vfn is one. The Scree plot
should be examined to ensure that the first left singular
vector is indeed representative of the behavior of the flux
vectors of ensemble models [70].

A geometric interpretation of this computational step
is useful: The normalized steady-state flux vectors can be
viewed as situated on the surface of an n-dimensional
unit sphere in the flux space (the column space of the nor-
malized flux matrix Vfn). The first column of Ufn is on the
surface of this unit sphere and approximates the centroid
of the ensemble of the normalized flux vectors if they are
tightly clustered (the Euclidean distances between pairs
of these vectors are much less than unity). The first col-
umn of Ufn is then representative of the cluster of flux vec-
tors and likely to be predictive of the perturbed flux behav-
ior of the ensemble models. Therefore, it is used to define
vrep. The ratio of the square of the largest singular value to
the sum of the squares of all the singular values provides
a measure of how much of the variance embedded in Vfn
is captured by the first column of Ufn. If it is close to 100%,
then it implies that the data represented by Vfn lies most-
ly in one-dimensional space spanned by the first column
of Ufn. The Scree plot provides a visualization of this ratio.
The SMET method recommends a ratio greater than 90%
to be used.
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2.4.2  Determining the ideal flux vector videal
By performing gene knockouts guided by the cMCS
analysis, a subset of EMs that result in desirable pheno-
types with maximum target product yield remains. Each
of the remaining EMs (assuming there are ‘r’ of them) is
independent of each other and they span an r-dimension-
al high-yield EM subspace. The projection of vrep onto this
subspace by using a projection matrix Po yields the ideal
flux vector videal. Po is calculated by performing SVD for
the high-yield EM matrix as described below:

(7)

(8)

(9)

EM0 (n × r, n > r) represents the high-yield EM matrix. The
SVD to be performed here is the reduced decomposition
with the left singular matrix U0 having the same dimen-
sion as EM0 [71]. U0 has orthonormal columns but not
rows and the columns of U0 span the same column space
as that of EM0. Σ0 is a square diagonal matrix containing
positive diagonal elements arranged in decreasing order.
The product of forms a projection matrix P0 of rank
r (not an identity matrix) that projects any given vector
onto the column space of U0, which corresponds to the
high-yield EM subspace. Thus, videal is the minimum
norm least-squares approximation to vrep on the high-
yield EM subspace.

2.4.3  Determining multiple enzyme targets 
for perturbation by l-values

By comparing vrep and videal element-wise, one can iden-
tify a rate-limiting reaction(s) with a large difference(s)
between the corresponding elements of the two flux vec-
tors. The flux ratios ri are designed to access these differ-
ences and determine what degree each reaction flux in
vrep deviates from its value in videal.

(10)

For a linearly-connected pathway, a down-stream reac-
tion i with a large flux ratio ri is not necessarily rate-limit-
ing because its immediate upstream reactions can have
large flux ratios and do not supply enough flux to the
down-stream reaction i. Therefore, to find the “true” rate-
limiting reactions for perturbation, it is important to com-
pare the flux ratios between a reaction and all immedi-
ately preceding reactions and identify the reaction along
a linearly connected pathway to exhibit a large change in
flux ratios. This comparison is done by evaluating l-values
as follows:

(11)
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where ri is the flux ratio for reaction i and ri,minr is the
 minimum flux ratio of all the reactions that are immedi-
ately upstream of reaction i. A reaction “immediately
upstream” of reaction i is a reaction that has at least one
product which is a reactant of reaction i. The minimum
upstream flux ratio is chosen instead of using an averag-
ing approach to prevent multiple upstream reactions from
excluding potential perturbation targets. Reactions with
l-values significantly deviated from one (l-value >> 1 or 
l-value << 1) are those that are more likely to be effective
enzyme targets for perturbation.

2.4.4  Determining levels of enzyme perturbation 
by c-values

When multiple enzyme targets are selected, the suggest-
ed levels of enzyme perturbation are determined by the 
c-values as follows:

(12)

where rinput refers to the flux ratio of the substrate uptake
reaction.

2.4.5  Determining the s-values
To determine the deviation of the flux distributions of
ensemble models from their corresponding steady-state
values, the s-values were calculated as follows:

(13)

where ||·||2 represents the two-norm of a vector. The flux
vector vk of the kth kinetic model reached steady state if
sk ≈ 0 (a threshold of <1E−3 was used) at the end of the
simulation time.

2.4.6  Computational setup
The SMET method was performed to calculate the SMET
metrics using Matlab version 7.11 (The MathWorks Inc.,
Natick, MA, 2012). The computational code was paral-
lelized for the SMET method and written to interface with
computational modules that compute EMs [60] and gen-
erate parameter sets for ensemble models [46].

2.5  Metabolic network models

2.5.1  A simple network
Two metabolic networks were investigated in this study.
The first one was the simple network used to demonstrate
the SMET method (Fig. 2A) [15]. This network contained
nine reactions, six of which were irreversible, and nine
metabolites, five of which were internal. The standard
Gibbs free energies of these reactions (SGFEs) were con-
trived for the EMM. Reaction stoichiometry, standard
Gibbs free energies, and wild-type steady-state fluxes are
presented in Supporting information, Table S1. For the
EMM, internal metabolites including A and P were con-
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strained to vary between 0.01 and 100 times their wild-
type steady-state concentrations. The metabolite P exerts
enzymatic feedback inhibition on r2r and r5.

2.5.2  DAHP production network
The DAHP production network was previously described
[54] (Supporting information, Fig. S1) and chosen for this
study because (1) it was well-studied experimentally,
enabling validation of the prediction capability of the
SMET method and (2) it allowed direct comparison
between results using the SMET method and a previous-
ly described ensemble modeling interpretation [54]. The
network contained 38 reactions, 28 of which were
reversible and 36 metabolites, 31 of which were internal.
Supporting information,  Table S2 lists the full names and
abbreviations of enzymes and metabolites present in the
network, reaction stoichiometry, wild-type steady-state
fluxes, standard Gibbs free energies, and regulatory
metabolites [54].

3  Results

3.1  Case study 1: The simple network

3.1.1  Elementary mode analysis (EMA) for identifying
the phenotypic space of the network

There were a total of 9 EMs inherent to the simple network
(Fig. 2A). The phenotypic space of the simple network
projected on the 2D space of YP/A versus YD/A was shown
in Fig. 2B. This space was enclosed by the area connect-
ing points C, O, and B. Considering only mass-balance

and reversibility constraints, the wildtype expression
could be located anywhere in the area COB. When some
reaction fluxes were measured for the wildtype under a
defined condition [15], the metabolic flux distribution that
defined the metabolic state of the wildtype could be
determined as shown by point A (Fig. 2B). The most
 optimal pathway achieving the maximum yield
YP/A = 2 mol/mol was located at point O. Therefore, it is
desirable to constrain the metabolism of the wildtype to
the optimal one by multiple reaction deletions.

3.1.2  Constrained minimal cutset (cMCS) 
for identifying MCS knockouts to achieve 
the desirable phenotypic state

By using the cMCS method [33], two optimal metabolic
pathways could be identified to convert A to P at the max-
imum yield YP/A of 2 mol/mol (Fig. 2C and D). The first
optimal metabolic pathway contained reactions r1, r4, r5,
and r7 and could be constrained to operate by deleting
reactions r2r, r6r, and r8r. The second optimal metabolic
pathway included r1, r2r, r4, r6r, and r7 and could be con-
strained to operate by disrupting reactions r3, r5, and r8r.
Both pathways could be retained by only knocking out
reactions r3 and r8r and constituted the high-yield EM0
(see Section 2; Fig. 2C and D). From the knowledge of the
metabolic flux distribution determined for the wildtype
(e.g. point A, Fig. 2B), it is critical to evaluate whether the
wildtype can be engineered after MCS knockouts to reach
the designed optimal metabolic pathway (e.g. point O) 
to achieve maximum YP/A. This problem could only be
addressed adequately with kinetic metabolic network
modeling as demonstrated by the SMET method.

www.biotechnology-journal.com

Figure 2. (A) The metabolic map of the
simple network. (B) The phenotypic
space inherent to the simple metabolic
network. (C) Optimal pathway 1. The
reaction knockouts (e.g. r2r, r6r, r8r) that
eliminated all EMs other than the opti-
mal pathway 1 were shown as red Xs.
(D) Optimal pathway 2. The reaction
knockouts (e.g. r3, r5, r8r) that eliminated
all EMs other than the optimal pathway 2
were shown as red Xs.
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3.1.3  Generation of ensemble models anchored to the
steady-state flux distribution of the wildtype

The EMM was implemented to generate ensemble models
whose kinetic parameters were within the space that
achieved the steady-state flux distribution of the wildtype.
By using the ensemble models generated, it is possible to
systematically analyze the effects of single enzyme pertur-
bations on desirable phenotypes such as high product
yields, titers, and productivities. However, this approach
is inefficient and computationally expensive, especially for
a large metabolic network. For a single enzyme perturba-
tion with either over- or down-expression, it is often not
obvious to conclude which enzymes and how much these
enzymes should be manipulated to achieve the desirable
phenotype (e.g. YP/A = 2 mol/mol; Supporting information,
Figs. S2 and 3), especially when the experimental pertur-
bation data for comparison is not available. This approach
to search for the optimal phenotype becomes more daunt-
ing if multiple enzymes are targeted due to a large search
space (enzyme targets, over-/down-expression, and the
quantitative level of perturbation). For instance, if three
enzymes belonging to three reactions of the 9-reaction
simple network were targeted for perturbation with the
same level of over- or down-expression, a total of 672 per-
turbations would be carried out. The SMET method was
developed to perform selective simultaneous perturbation
of multiple enzyme targets instead of iterative screening
perturbation of single enzymes, which reduces computa-
tion time significantly and enhances prediction capability.

3.1.4  SMET method for identifying rate-limiting
reaction steps for enhanced product yields 
and productivities

The cMCS analysis suggested that the deletion of r3 and
r8r would collapse the complete set of all EMs of the sim-
ple network to two optimal pathways with a desirable
maximum yield of 2 mol P/ mol A. By using the ensemble
models anchored to the steady-state flux distribution of
the wildtype, the SMET method simulated the MCS
knockouts of r3 and r8r to determine whether the wildtype
metabolism could be engineered to reach the desirable
metabolic state (e.g. point O, Fig. 2B).

The MCS perturbation only shows that about 13% of
the kinetic models approached steady states to achieve a
maximum yield of 2 mol/mol (Fig. 4A). Table 1 shows vrep,
videal, l- and c-values for reactions in the network, gener-
ated by the SMET method. Based on the Scree plot of the
SVD of the normalized simulated flux matrix, the first left
singular vector captured 96% of the variance embedded
in the flux matrix, indicating that vrep was representative
of the flux distribution predictions of the ensemble mod-
els (Supporting information, Fig. S4B). The l-values indi-
cated r2r, r7, and r5 as the ideal over-expression targets.
The c-values suggested that r2r, r7, and r5 should be over-
expressed by scaling the enzyme levels by factors of 1.9,
1.3, and 1.2, respectively.

Based on the SMET prediction, over-expression of r2r,
r7, and r5 following the MCS perturbation was simulated
and expected to increase the fraction of kinetic models
reaching steady states. To demonstrate the effectiveness
of these multiple enzyme targets selected for perturba-
tion, perturbation analysis was also performed for the
individual enzyme targets. Figures 3A–E and 4A–E
showed the flux and yield distributions of all ensemble
models, respectively. Not all of the 1500 models reached
steady-states except for those that approached the maxi-
mum yield YP/A =  2  mol/mol as constrained by MCS
knockouts (Figs. 3F and 4F). Some kinetic models did not
reach steady states because they had a high accumula-
tion of metabolites B and C. Over-expression of r2r, r7, and
r5 with the MCS perturbation significantly increased the
fraction of kinetic models reaching steady states (from
~13% to ~24%, based on the s-values) and maximum
yields (YP/A = 2 mol/mol) as suggested by the SMET analy-
sis (Fig. 4E). A fraction of steady state models also had
higher absolute fluxes than that of the wildtype
(1.25 mol/g DCW/h), indicating that the perturbation sug-
gested by the SMET analysis could improve the produc-
tivities and titers (Figs. 3F and 4F).

3.2  Case study 2: The DAHP production network

3.2.1  Identifying and constraining the optimal
metabolic state of the DAHP production
network with maximum YDAHP/GLC by using
EMA and cMCS

By applying EMA, a total of 26 EMs were identified. Of
these EMs, one EM exhibited the maximum theoretical
yield of 0.86  mol DAHP/mol glucose. From the cMCS
analysis, a total of 100 MCSs were found that repressed all
EMs except the maximum YDAHP/GLC EM. The MCS con-
taining knockout genes pfl, ppc, pyk, and zwf was chosen
out of the 100 MCSs because (1) it minimized the number
of “dead-end” reactions of a pathway that ended in
metabolites that were not reactants of any reaction and (2)
some of these knockout genes were experimentally imple-
mented to increase DAHP production [72, 73]. It should be
noted that simulation of other MCSs identified similar
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Table 1. The SMET metrics for the simple network. It should be noted
that vrep is not mass-balanced because some ensemble models do not
reach steady states. Reactions not shown have null fluxes.

Enzyme vrep,i videal,i ri li ci

r2r −0.0908 −0.1764 1.9430 1.9430 1.9430
r7 0.3184 0.4215 1.3238 1.3051 1.3238
r5 0.5103 0.5979 1.1716 1.1716 1.1716
r1 0.4215 0.4215 1.0000 1.0000 1.0000
r4 0.6494 0.8430 1.2981 0.9805 1.2981
r6r 0.1739 0.1764 1.0144 0.5221 1.0144

(vrep,i, representative flux vector; videal,i, ideal flux distribution vector; ri, flux ratio
for reaction i; li, see Eq. (11); ci, see Eq. (12)
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enzyme targets based on the calculated SMET metrics
(results not shown).

EMM was then applied to generate a set of 1,500
kinetic models anchored to the steady-state flux distribu-
tion of the wildtype strain. Consistent with the observa-
tion made for the analysis of the simple network, a sys-
tematic single enzyme perturbation on these kinetic mod-
els was carried out (although it was computationally
expensive) and was found to be ineffective in achieving
the maximum YDAHP/GLC and the highest flux rDAHP (Sup-
porting information, Fig. S5). This iterative approach sug-
gested practically no information about the enzyme tar-
gets for perturbation, especially in the absence of experi-
mental perturbation data used for observed phenotype
comparison as described by other studies [46, 54, 55].

3.2.2  Systematically identifying multiple enzyme
targets to achieve maximum YDAHP yield and
enhance vDAHP flux by the SMET analysis

The MCS perturbation for the DAHP network shows that
none of the kinetic models reached steady states at the
end of simulation (Fig. 6A) due to a significant accumula-
tion of pyruvate. This result implies the enzyme capaci-
ties for some reactions in the wildtype strain might have
become limiting and hindered attainment of the optimal
metabolic state with the highest YDAHP/GLC of 0.86 mol/mol.
The SMET analysis was then performed on the DAHP pro-
duction network. The calculated vrep, videal, l-, and c-val-
ues are shown in Table 2, with reactions sorted by
descending l-values. The first four reactions (Pps, Tal,
AroG, and Tkt2) were selected to be the over-expression
targets because they had l-values significantly larger than
one and formed a natural cluster well separated from
those trailing after.

The suggested enzyme over-expressions were simu-
lated in four groups with the levels based on the c-values
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Figure 3. Distributions of fractional changes in r4 fluxes from the wildtype flux resulting from perturbation analysis of the simple network following MCS
knockouts. (A) MCS perturbation; (B–E) MCS plus r2r, r5, r7, and r2r + r5 + r7 perturbations, respectively; (A–E) show the distributions of fractional changes
in r4 for all ensemble models; (F) shows the mean fractional change for kinetic models which reached steady states after enzyme perturbations (gray bars,
steady state %) compared to the mean for the entire population of models (black squares). In (B–E), r2r over-expressions were set by a factor of 1.9, r5 set
to 1.2, and r7 set to 1.3. Fractional change ∆f r4 is defined as (r4 – r4,wt)/r4,wt.
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(Table 2). Group I included Pps, Tkt2, and Tal. Group II
included the top four suggested enzymes, which are Pps,
Tkt2, Tal, and AroG. Since Tkt1 and Tkt2 reactions were
catalyzed by the same transketolase, Group III that con-
sisted of all enzymes in Group I and Tkt1 were also inves-
tigated to determine whether additional Tkt1 over-
expression had any effect. Group IV over-expressed only
Pps, Tkt1, and Tkt2, which were the same experimen-
tally determined over-expression set suggested by the
previously described ensemble modeling interpretation
[54].

The DAHP flux and yield distributions for all ensem-
ble models were shown in Figs. 5 and 6. The result shows
that some kinetic models reached steady states for all
over-expression groups (Figs. 5B–E and 6B–E). Groups I
and III exhibited very similar yield and flux distribution
profiles, indicating that over-expression of Tkt1 along
with Tkt2 were unlikely to have a significant impact on
the flux and yield distributions. The enzyme over-expres-
sion of Group II clearly resulted in the highest yields for

the most models among all four groups, consistent with
the enzyme targets manipulated experimentally to
achieve the high yield of DAHP close to theoretical limit
[57]. Figures 5F and 6F also show that SMET could direct-
ly identify the simultaneous over-expression of enzyme
targets in Group II that could increase the fraction of
ensemble models (1.1%) to achieve steady states while
approaching the maximum yield with higher absolute
desirable fluxes.

3.2.3  Iterative SMET analysis
The Group II over-expression data was chosen for a follow-
up, second-round SMET analysis. The result shows that
the first top four enzymes with the highest l-values for fur-
ther perturbation were the same four as before but their 
l-values (slightly greater than one) were not nearly so large
as those computed in the first SMET iteration (Supporting
information, Table S3). The fifth (Rpe) and sixth (Ei)
enzyme suggestions had comparable l-values of slightly
larger than one.
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Figure 4. Distributions of yields YP/A resulting from perturbation analysis of the simple network following MCS knockouts. (A) MCS perturbation; 
(B–E) MCS plus r2r, r5, r7, and r2r + r5 + r7 perturbations, respectively; (A–E) show the distributions of yields YP/A for all ensemble models; (F) shows the
mean yields YP/A for kinetic models that reached steady states after enzyme perturbations (gray bars, steady state %) compared to the mean yields for 
the entire model population (black squares). In (B–E), r2r over-expressions were set by a factor of 1.9, r5 set to 1.2, and r7 set to 1.3. The dashed lines in 
all panels represent maximum theoretical yield of 2 mol P/mol A. The wildtype yield YP/A was 1.25 mol/mol.
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From simulation of the top four, five, and six over-
expressions at levels suggested by the c-values in the fol-
low-up SMET analysis, respectively, the distribution
curve for DAHP fluxes are more spread out and shifted to
the right with larger mean values as additional enzymes
were over-expressed (Supporting information, Figs. S6
and 7). For all three sets of enzyme over-expressions, the
fractions of ensemble models that reached steady states
could achieve the maximum yield of 0.86 mol DHAP/mol
glucose (Supporting information, Fig. S7E) and improved
fluxes (Supporting information, Fig. S6E).

In both the simple and DHAP networks, it should be
emphasized that the down-expression of these enzymes
did not increase the number of kinetic models that
reached steady states and improve absolute fluxes
(results not shown) as expected because l-values are only
slightly lower than 1 (Tables 1 and 2 and Supporting infor-
mation, Table S3).

4  Discussion

The SMET method was developed to systematically and
directly identify multiple enzyme targets for gene dele-
tion, over- and down-expression to achieve an optimal
desirable metabolic state such as overproduction of a tar-

get chemical. The input for the SMET method included a
metabolic network, standard Gibbs free energy of reac-
tions, and a steady-state flux distribution of the wildtype
as the only required experimental data. The output of the
SMET method provided a set of SMET metrics consisting
of the l- and c-values for the reactions in the metabolic
network. These reactions were ranked from the highest to
lowest based on the l-values. Those that have the l-values
significantly different from one were chosen for enzyme
perturbation. The l- and c-values suggest what enzymes
and by how much of these enzymes, respectively, need to
be manipulated to achieve the optimal metabolic state.
The significant advantage of using the SMET method is
to avoid long and tedious computational burden of having
to screen a large number of enzyme combinations for per-
turbation in the network, especially when experimental
data is not available for perturbation.

The SMET method was tested and validated by ana-
lyzing the simple and DHAP metabolic networks. It has
been experimentally reported that deleting competing
pathways and increasing fluxes to synthesize the precur-
sor metabolites-phosphoenolpyruvate (PEP) and ery-
throse-4-phosphate (E4P) are important for enhanced
DHAP production. Solely based on the steady-state meta-
bolic flux distribution of the wildtype, the SMET analysis
suggests simultaneous gene deletion targets (ppc encod-
ing phosphoenolpyruvate carboxylase, pyk encoding
pyruvate kinase, zwf encoding glucose-6-phosphate-1-
dehydrogenase, and pfl encoding pyruvate formate lyase)
and simultaneous enzyme over-expression targets (Pps,
Tkt, Tal, and AroG). Very interestingly, these simultane-
ous enzyme targets for perturbation are consistent with
experimental data [57, 72]. Deletion of Ppc [73], Pyk [72],
and Pfl increases the PEP pool while deletion of Zwf
enhances the glycolytic flux for synthesizing PEP and E4P
pools. Over-expression of Pps [3] enhances the PEP pool
while over-expression of Tkt [74] and Tal [75] increases the
E4P pool. Over-expression of AroG [3, 57, 72] results in the
improved DHAP production.

For relevant industrial and laboratory host strains such
as E. coli and Saccharomyces cerevisiae, the levels of
over- and/or down-expression of multiple simultaneous
target enzymes suggested by the SMET method should
be invaluable for strain engineering, and can be imple-
mented by engineering proteins to change their enzyme
activities [76], manipulating gene copy numbers [77], and
controlling transcription and translation rates by various
synthetic biology toolboxes (promoter engineering [78],
gene codon optimization [79], and intergenic gene engi-
neering [80].)

While structural metabolic network modeling
approaches such as FBA and EMA have proven very
power ful to identify the optimal metabolic state and sug-
gest genetic manipulations to reach it, they cannot guar-
antee whether the wildtype strain can be engineered to
reach that optimal metabolic state after the genetic
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Table 2. The SMET metrics for the first round of SMET analysis for the
DAHP network

Enzyme vrep,i videal,i ri li ci

Pps 0.0041 0.2132 51.975 64.556 64.765
Tal 0.0072 0.0609 8.4911 9.1677 10.581
AroG 0.0393 0.1828 4.6520 7.8121 5.7967
Tkt2 −0.0321 −0.1218 3.7953 4.4578 4.7292
Ei 0.2648 0.2132 0.8051 1.3520 1.0032
Rpe −0.0134 −0.0609 4.5415 1.1966 5.6590
Pfk 0.1646 0.1523 0.9255 1.0870 1.1532
Pgi 0.2504 0.2132 0.8514 1.0574 1.0609
Tkt1 0.0180 0.0609 3.3908 1.0119 4.2251
Eiibc 0.2648 0.2132 0.8051 1.0032 1.0032
Eno 0.3069 0.1828 0.5955 1.0020 0.7420
Fba 0.1644 0.1523 0.9263 1.0009 1.1543
Gpm 0.3075 0.1828 0.5943 1.0001 0.7405
Pgk 0.3075 0.1828 0.5943 1.0000 0.7405
Recatp 0.1614 –0.1828 –1.1322 1.0000 −1.4108
Recnadh 0.3054 0.1828 0.5984 1.0000 0.7456
Glucosein 0.2657 0.2132 0.8025 1.0000 1.0000
Tpi 0.1644 0.1523 0.9262 0.9999 1.1541
Eiia 0.2649 0.2132 0.8048 0.9998 1.0029
Hpr 0.2649 0.2132 0.8050 0.9998 1.0030
Dahpout 0.0393 0.1828 4.6499 1.0000 5.7941
Rpi 0.0182 0.0609 3.3508 0.7378 4.1753
Gap 0.3075 0.1828 0.5943 0.6416 0.7405

(vrep,i, representative flux vector; videal,i, ideal flux distribution vector; ri, flux ratio
for reaction i; li, see Eq. (11); ci, see Eq. (12)
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manipulations. These approaches were limited to predict
what the reaction bottlenecks were because they did not
examine the dynamics of the metabolic network transi-
tioning from the wildtype metabolic state to the defined
optimal one. The optimal metabolic state sometimes
could be achieved experimentally but only after undergo-
ing the directed metabolic pathway evolution [26, 38]. To
address this challenge, the SMET method was developed
to determine whether the wildtype strain could be engi-
neered to achieve the optimal metabolic state with genet-
ic manipulations as predicted by structural metabolic net-
work modeling. In addition, the SMET method could iden-
tify the reaction bottlenecks of a metabolic network sole-
ly based on its steady-state flux distribution. Once these
bottlenecks were compensated for by enzyme perturba-
tion, the network could achieve its optimal metabolic
state. The calculated SMET metrics suggest what
enzymes and how much of these enzymes should be
manipulated to achieve the target optimal metabolic
state. It should be noted that even though the SMET
method uses both EMA and cMCS methods to design the
optimal metabolic state of the desirable mutants, other

techniques based on the FBA framework can also be used
with SMET.

The SMET method is quite different from the meta-
bolic control analysis that is typically applied to determine
the metabolic flux control coefficients [68, 69]. The SMET
method seeks to perform multiple simultaneous enzyme
perturbations instead of one at a time, and the enzyme
perturbation typically involves large changes in enzyme
concentrations. Indeed, this study showed that perform-
ing single enzyme perturbation is not an effective way to
identify the target enzymes that can be manipulated to
reach the optimal metabolic state due to a large screen-
ing space required and the robustness of the network to a
single perturbation. The combinations of the number of
enzymes to be manipulated and the levels of enzymes
required for either over- or down-expression lead to com-
putationally infeasible approaches.

The SMET method is also different from the other
methods that analyze ensemble models by performing
sequential single enzyme perturbations [46, 54, 55]. The
latter analysis approach relies on the large set of experi-
mental data to screen out the models that do not match
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Figure 5. Distributions of fractional changes in DAHP flux relative to the wild type resulting from the perturbation of the predicted groups of targeted
enzymes and MCS knockouts. (A) MCS perturbation; (B–E) MCS plus Group I–IV perturbations, respectively; (A–E) show the distributions of fractional
changes in DAHP flux for all ensemble models; (F) shows mean fractional changes in DAHP flux for kinetic models that reached steady states with positive
relative flux after enzyme perturbations (gray bars, steady state %), compared to the mean fractional changes for the entire population of models 
(black squares). In (B–E), levels of enzyme perturbation in each group were based on the ci/cinput in Table 2. Fractional change ∆f DAHPout is defined as
(DAHPout − DAHPout,wt)/DAHPout,wt. The wild-type flux was 0.26 mmol/gDCW/hr.
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the observed experimental phenotypes. After extensive
screening, the approach seeks to retain a subset of kinet-
ic models that would be applicable for single enzyme per-
turbation. This approach however does not guide what
experiments to perform starting from the wildtype in the
absence of available experimental data. On the contrary,
the SMET method requires only the experimentally deter-
mined steady-state flux distribution of the wildtype to
identify its metabolic state and suggests what enzymes
and by how much of these enzymes need to be manipu-
lated to achieve the optimal metabolic state.

As with any other metabolic network modeling
approach, the prediction accuracy of the SMET method
depends on the metabolic network and determination of
the steady state flux distribution of the wildtype. The 
13C-labeling metabolic flux analysis is a useful tool to
determine the steady-state flux distribution of the wild-
type and validate the network accuracy [81]. This study
has also found that computational time for the SMET
method can become demanding for performing multiple
simultaneous enzyme perturbations, especially when the
size of the metabolic network increases. This problem can
be addressed with task parallel computation as imple-

mented in this study. It is anticipated that the SMET
method should become useful for rational strain design to
achieve novel programmed phenotypes.
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Figure 6. Distributions of yields resulting from the perturbation of the predicted group of targeted enzymes and MCS knockouts. (A) MCS perturbation;
(B–E) MCS plus Group I–IV perturbations, respectively; (A–E) show the distributions of yields for all ensemble models. In (B–E), levels of enzyme perturba-
tion in each group were based on the c-values in Table 2, (F) shows mean yields for kinetic models with positive relative flux that reached steady states
after enzyme perturbations (grey bars, steady state %), compared to the mean yields for the entire population of models (black squares). In all panels, the
dashed line represents maximum theoretical yield of 0.86 mol DAHP/mol glucose. The wild-type yield was 0.2 mol/mol.
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